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0 Abbreviations 

DAC Doubly Attached Clock 

DAN Dual Attached Node 

DANH/P Dual Attached Node HSR/PRP 

DDR Double Data Rate 

DMAC Destination MAC 

EtherType Ethernet Type 

FCS Frame Check Sequence 

FF Flip-Flop 

FIFO First In First Out 

FPGA Field Programmable Gate Array 

GMC Grandmaster Clock 

HAL Hardware Abstraction Layer 

Hex. Hexadecimal 

HSR High-availability Seamless Redundancy 

ID Identifier 

IEC International Electrotechnical Commission 

IEEE Institute of Electrical and Electronics Engineers 

IO Input Output 

IP Intellectual Property 

LAN Local Area Network 

LE Logic Entity 

LRE Link Redundancy Entity 

LSDU Link Service Data Unit 

MAC Media Access Control (or Controller) 

MC Master Clock 

µCU Microcontroller Unit 

MIB Management Information Base 

NDA Non-Disclosure Agreement  

OC Ordinary Clock 

P&R Place and Route 

P2P Peer-to-peer 

PCB Printed Circuit Board 

PDelay Peer Delay 

PHY Physical layer device 

PLL Phase Locked Loop 

PPM Parts Per Million 

PRP Parallel Redundancy Protocol 

PTP Precision Time Protocol (also known as IEEE 1588 Std.) 

RCT Redundancy Check (or Control) Trailer 
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RedBox Redundancy Box 

(R)(G)MII (Reduced) (Gigabit) Media Independent Interface 

SAN Singly Attached Node 

SeqNr Sequence Number 

SLTC Stateless Transparent Clock 

SMAC Source MAC 

SMI Serial Management Interface 

SNMP Simple Network Management Protocol 

(S)RAM (Static) Random-Access Memory 

TC Transparent Clock 

TCP/IP Transmission Control Protocol/Internet Protocol 

TS Time Stamp 

VDAN Virtual DAN (SAN connected to a HSR network through a RedBox) 

VHDL Very High Speed Integrated Circuit Hardware Description Language 

VLAN Virtual LAN 
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1 Introduction 

1.1 Summary 

The HSR/PRP-Core is a Link Redundancy Entity (LRE) implementation according to 
the IEC 62439-3:2016 standard subsets dedicated to PRP and HSR protocols. It can 
be used for both DAN and RedBox implementations. The core is suitable for the 
10/100/1000 MBit Ethernet networks and supports standard-defined Mode-H/N/T/U 
operational modes. It is a standard-close implementation with the smallest FPGA 
resource footprint available. Table 1 gives an overview of the cores feature set and 
its implementation details. The hardware evaluation kit is available on request. 

Feature Implementation details 

IEEE 1588v2 One-step layer 2 peer-to-peer (L2P2P) Stateless Transparent 
Clock (SLTC) and Doubly Attached Clock (DAC). Overall 
accuracy better than ±25 ns at 1GBit link speed. No direct 
support of PTP management messages. 

Duplicate discard Duplicate discard is based on linear search algorithm, with up 
to 40961 table entries. Configurable2 Entry Forget Time. 

VLAN support Optional2 frame VLAN tagging and filtering. 

Monitoring Data Set Provides basic network health status information. 

Frame size Restricted by RCT LSDU field width to max. 40962 bytes. 

Frame buffer Frame buffer size1 is only limited by the target FPGA RAM 
resources. Priority Queues with 8-level frame prioritization 
support through VLAN PCP field. 

Link speed 10/100/1000 MBit link speeds are supported independently on 
all ports. Link speed and status are monitored. 

Physical Interface Native support of all (R)(G)MII MAC- and PHY-side styles. 

MAC Table Frame filtering is based on the MAC addresses of the up to 16 
served SANs connected to the non-redundant network.  

Nodes Table Optional1 hardware-only implementation (no SW stack is 
required) with up to 256 node entries. Configurable2 Node 
Forget Time. 

Network 
Supervision 

Generation2 of RCT- and VLAN-tagged Supervision frames for 
every SAN connected to the non-redundant network. Super-
vision frames are handled inside the HSR/PRP-Core and can 
be optionally2 forwarded to the non-redundant network. 

Network 
Management 
Interface via TCP/IP 
SNMP 

No direct support. If needed, should be implemented in a Local 
Application. For this purpose the health status of the redundant 
network is collected in Monitoring Data Set and Nodes Table 
accessible via Register Set. 

HSR forwarding Cut-through implementation with a minimum delay of 900 ns. 

Target technology SRAM-based low-cost FPGAs (e.g. Altera Cyclone or Xilinx 
Spartan). Technology independent VHDL implementation.  

Table 1: HSR/PRP-Core implementation details 

1Note: Configurable at source code level 

2Note: Configurable via Register Set 
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1.2 Theory of redundant Ethernet operation 

The HSR/PRP-Core supports two redundancy protocols as defined in IEC 62439-3.4 
(PRP) and in IEC 62439-3.5 (HSR) standard subsets. The high-level protocol 
overview is given separately in next sections; however the rest of documentation 
applies to both protocols unless explicitly noted. 

1.2.1 PRP overview 

The Parallel Redundancy Protocol (PRP) provides zero-switchover time in case of a 
single fault by the duplication of both network infrastructure and frames sent to the 
network (Figure 1). A PRP network consists of two independent Local Area Networks 
(LAN A respectively LAN B) of similar topology and thus of similar frame delay times. 
The connection of a communication node to the PRP network is done through the 
Link Redundancy Entity (LRE), which is a software stack or hardware implementation 
(e.g. the HSR/PRP-Core in an FPGA) inside the node. The LRE is responsible for 
outgoing frames duplication and duplicates removing from the incoming frames. 
During the transmission a frame received from the upper network layers is duplicated 
by the LRE and a Redundancy Check Trailer (RCT) is added to each duplicate at the 
frame end. An RCT contains additional information, which allows detection and thus 
rejection of the frame duplicates at the destination node. When the first frame arrives 
at the destination node, its RCT is removed by the LRE and the original frame 
content is passed to the node. Therefore the communication is fully transparent for 
higher level protocols and applications. 

DANP

LRE

CPU

Eth. switch

SAN
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Red      Box

LRE
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Figure 1: PRP network example 
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Nodes connected to both LAN A and LAN B through an LRE are called Dual 
Attached Nodes PRP (DANPs). Nodes, which communication is non-critical (e.g. 
printers) can be directly connected to one of the both PRP sub-networks. These 
nodes are called Singly Attached Nodes (SANs). SANs don’t support redundancy 
hence frames originated by a SAN are not handled by an LRE. Therefore they can 
communicate with all DANPs but only with SANs within the same sub-network 
(LAN A or LAN B). An RCT in a frame duplicate originated by a DANP is ignored by a 
SAN hence it’s interpreted by the upper level network protocols as frame padding. 
This property ensures smooth communication between the DANPs and SANs in a 
PRP network. A SAN connected through a Redundancy Box (or RedBox for short, 
which is an LRE implementation in a separate device, Figure 1) to the PRP network 
appears as a DANP to all other nodes and is called Virtual DAN (VDAN). A RedBox 
can connect more than one SAN to the PRP network when a standard Ethernet 
switch is used in between. Only DANPs and RedBoxes support redundancy in a PRP 
network.  

1.2.2 HSR Overview 

The High-availability Seamless Redundancy (HSR) protocol provides zero-
switchover time in case of a single fault by the duplication of the frames sent to the 
network and Ethernet ring topology utilization (Figure 2). The connection of a 
communication node to the HSR ring network is done solely through the Link 
Redundancy Entity (LRE), which is a hardware implementation (e.g. the HSR/PRP-
Core in an FPGA) inside the node or a Redundancy Box (RedBox for short, which is 
an LRE implementation in a separate device, Figure 2). The LRE is responsible for 
the outgoing frame duplication and duplicate removing from the incoming frames. 
Furthermore it forwards the unicast frames on the ring as long as they haven’t 
reached their destination node. At the same time the LRE prevents frames from 
circulating on the HSR ring by removing them after a full turn. This key feature is not 
supported by the standard Ethernet devices, thus they are not allowed to be 
connected directly to an HSR ring. 
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Figure 2: HSR ring unicast frame transmission 
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Nodes featuring an LRE by design are called Dual Attached Nodes HSR (DANHs). 
Nodes not featuring an LRE are called Singly Attached Nodes (SANs). They should 
be connected to an HSR ring through a RedBox only. Such nodes appear as DANHs 
to all other nodes and are called Virtual DANs (VDANs). A RedBox can connect more 
than a single SAN to an HSR ring when a standard Ethernet switch is used in 
between. In contrast to the PRP defined by IEC 62439-3.4 standard, HSR protocol 
reduces the network infrastructure needs to an absolute minimum, keeping at the 
same time the PRP property of zero-switchover time in case of a single fault. 

During the transmission, a unicast frame received from upper network layers (top 
blue arrow in Figure 2) is duplicated by the LRE and a Redundancy Check Trailer 
(RCT) is added to the frame. One frame is sent clockwise (thick green arrow) by the 
LRE and its duplicate counterclockwise (thick red arrow) on the HSR ring. As long as 
both frames haven’t arrived at their destination node, they are sequentially forwarded 
(thin arrows) on the ring by the LREs. Frames forwarded on the ring have higher 
precedence over new frames, thus the HSR ring transition time is highly deterministic 
and fulfils hard real-time requirements. When the first frame arrives at the destination 
node, its RCT is removed by the destination LRE and then the original frame (bottom 
blue arrow) is passed to the upper network layers. The duplicate frame arrives 
second in a certain time interval (which depends on relative position of both nodes) 
after the first frame is rejected by the destination LRE. The destination LRE also 
removes both frames from the HSR ring (red and green ‘X’). If the clockwise path 
fails and its frame is lost, then the duplicate frame from the counterclockwise path is 
still received and processed. Based on this principle the node communication is fully 
transparent to higher level protocols and applications. 

The multicast frames are treated in the same way as unicast frames and every LRE 
forwards the frames both on the ring and to its upper network layers. The source LRE 
originated the multicast frame removes its duplicates (red and green ‘X’) from the 
ring, as soon as they finished a full turn and thus arrived the source node. 

X  X

Red      Box

LRE

SANSAN

Eth. switch

DANH

CPU

LRE

DANH

CPU

LRE

DANH

CPU

LRE

DANH

LRE

CPU

DANH

LRE

CPU

 

Figure 3: HSR ring multicast frame transmission 
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1.2.3 Redundancy Check Trailer 

An Ethernet frame consists of Destination MAC (DMAC), Source MAC (SMAC), 
Ethernet Type of the supported protocol (EtherType), payload and Frame Check 
Sequence (FCS) fields. During the transmission a frame received from upper network 
layers is duplicated by the LRE and a Redundancy Check Trailer (RCT) is added to 
each duplicate at the frame beginning after Source MAC (HSR, Figure 4) or before 
the FCS (PRP, Figure 5). The adding of an RCT to a frame is called tagging. The 6-
byte RCT carries fields, which allow detection and thus rejection of the frame 
duplicates in the destination node: 

¶ HSR Path Identifier (Path ID) or PRP LAN Identifier (LAN ID), 

¶ HSR EtherType (0x892F hex.) or PRP suffix (0x88FB hex.), 

¶ Link Service Data Unit (LDSU) and 

¶ Sequence Number (SeqNr). 

The Sequence Number represents the value of a 16 bit counter, which is 
incremented after every frame duplication and RCT tagging, i.e. the duplicates of a 
frame have the same Sequence Number. In PRP mode a single Sequence Number 
counter is shared by all served SANs. In HSR mode the LRE provides separate 
Sequence Number counters for each served SAN. 

DMAC SMAC EtherType payloadRCT FCS

6 bytes 6 bytes 6 bytes 4 bytes2 bytes 40...1500 bytes

SeqNrPath ID LSDUHSR EtherType

16 bits4 bits 12 bits16 bits
 

Figure 4: Structure of an HSR-tagged frame 

The PRP LAN ID value is 0xA if the frame duplicate is sent to the LAN A and 0xB if 
the duplicate is sent to the LAN B. The HSR Path ID value is 0x0 if the frame 
duplicate is sent on Path A and 0x1 if the duplicate is sent on Path B. The LAN ID 
resp. Path ID are the only fields which differ between the duplicates of a frame. Thus, 
the FCS of frame duplicates is always different.  

DMAC SMAC EtherType payload RCT FCS

6 bytes 6 bytes 6 bytes 4 bytes2 bytes 40...1500 bytes

SeqNr LAN ID LSDU PRP suffix

16 bits 4 bits 12 bits 16 bits
 

Figure 5: Structure of a PRP-tagged frame 

The LSDU represents the length of frames payload and RCT in bytes. 
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When the first frame of a duplicate pair arrives at the destination node, its RCT is 
removed by the LRE and the original frame content is passed to the node. The RCT 
and SMAC of the received frame are stored in the Entry Table which is a mandatory 
part of an LRE. The RCT and SMAC of each received frame are compared to all 
valid entries in the Entry Table. If an entry with same RCT and SMAC was found in 
the Entry Table, then the received frame is a duplicate and thus it’s rejected. The 
entries in the Entry Table are removed (aged out) after elapsing of the Entry Forget 
Time since their creation.  

UDP UDP

network layer

LRE

Port A Port B

Path/LAN A Path/LAN B

user application

 
Path/LAN A Path/LAN B

LRE

Port A Port B

Port C

non-redundant LAN

 

Figure 6: Principal DAN structure Figure 7: Principal RedBox structure 

1.2.4 Network status monitoring 

Redundancy helps little, if the network failures can’t be detected. Thus the IEC 
62439-3 standard defines two mechanisms (namely Monitoring Data Set and Nodes 
Table), how health status of a redundant network shall be collected and represented. 
Each frame sent and received by an LRE is used to update the standard-defined 
Monitoring Data Set. The Monitoring Data Set consists of several data objects, which 
can be read by the user application: 

¶ CntErrA/B: Number of erroneous frames (e.g. with wrong FCS) received over 
Port A respectively Port B. 

¶ CntReceivedA/B: Number of frames received over Port A respectively Port B. 

¶ CntErrWrongLanA/B: Number of frames received with wrong LAN/Path ID 
over Port A respectively Port B. 

¶ ActiveA/B: Represents the communication link status. 

Each LRE sends periodically Supervision frames to the redundant network. These 
frames are sent with a broadcast DMAC and are received by all nodes connected to 
the network. Supervision frame received by an LRE are used to update the optional 
Nodes Table inside the LRE. In contrast to the Monitoring Data Set, the optional 
Nodes Table provides more detailed network status information. Each entry in the 
Nodes Table reflects status of a specific node in the HSR network: 
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¶ MacAddress: MAC address of the node. 

¶ CntReceivedA/B: Number of Supervision frames received from that node 
over Port A respectively Port B. 

¶ CntErrWrongLanA/B: Number of Supervision frames received from that node 
with wrong LAN/Path ID over Path A respectively Path B. These objects reveal 
nodes wrongly connected to the redundant network. 

¶ TimeLastSeenA/B: Time at which the last (Supervision) frame was received 
from that node over Port A respectively Port B. Can be used to detect 
communication link loss. 

¶ SanA/B: True, if that node is accessible via LAN A respectively LAN B. If both 
objects are true, then that node is a DANP, otherwise it’s a SAN. This field is 
used in PRP networks only. 

An entry is removed from the Nodes Table if no frame (PRP) resp. no Supervision 
frame (HSR) was received from the according node for a time period longer than the 
Node Forget Time. Hence the upper level protocols can’t be expected to send frames 
periodically in order to prevent aging out of the Nodes Table entries, Supervision 
frames are generated automatically by the LRE every two seconds. They do not only 
refresh the TimeLastSeenA/B objects but also provide additional information about 
the source node. 

1.3 Theory of clock synchronization over Ethernet 

The HSR/PRP-Core optionally supports time synchronization over Ethernet 
according to the IEEE 1588v2 and IEC 62439-3:2016 Standard subsets related to 
Transparent Clocks (TCs) and Peer-to-peer (P2P) operation modes. This section 
provides a short introduction to the relevant theoretical background. 

1.3.1 Clock synchronization between nodes 

Ethernet operation on the physical layer can be ensured with a low-cost oscillator 
with up to 100 ppm (parts per million) frequency inaccuracy. The relative oscillator 
frequency difference between two nodes may result in a worst-case frequency error 
of up to 200 ppm. Thus sourcing of signal acquisition from same low-cost frequency 
source as used for Ethernet operation, may lead to a maximum time difference of 
200 µs between two signal acquisitions executed independently on two distinct nodes 
after just one second of operation. Such large time divergence in signal acquisition 
between nodes in an Ethernet network is not tolerable in certain industries  
(e.g. Substation Automation). 

The IEEE 1588v2 Standard defines Precision Time Protocol (PTP), which allows to 
synchronize Ethernet nodes with a relative time accuracy of less than hundred 
nanoseconds between two and more nodes. The synchronization is ensured by 
periodical sending of synchronization (Sync) messages from a high-accuracy time 
source (Grand Master Clock, GMC) to the rest of the Ethernet network (Figure 8). 
The Sync messages suffer different delays on their way to the time slaves. The PTP 
distinguish two major delay sources: residence delay (time spent in each node) and 
path delay (time introduced by the link). The nodes in a P2P network support 
independent measurement of both residence and path delays. Nodes which add the 
measured residence and path delays to the correctionField of Sync message before 
a Sync message is forwarded to the rest of the network are called Transparent 
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Clocks (TCs). Nodes measuring path delays and synchronizing to the GMCs are 
called (Ordinary Clocks, OCs). A hybrid clock supports both TC and OC functionality. 

two-step

Grand Master 

Clock

two-step

Transparent

Clock

one-step

Ordinary

(slave) Clock

link link

time t1 link delay

link delay

residence delay

t2

Sync

Sync

tms
local clock

local clockFollow_Up

Follow_Up

local clock

 

Figure 8: Principal PTP network structure and operation 

To calculate the error of the local time reference relatively to the GMCs time 
reference and re-adjust the local time the OC needs following information: 

¶ Master time at which the Sync message was sent (t1). This time is embedded 
by the master either into Sync message (one-step clock) or into the Follow_Up 
message (two-step clock). 

¶ Total delay (includes residence and path delays) introduced to the Sync 
message on its way to the OC. This information is stored in the correctionField 
of either Sync (one-step clock) or Follow_Up messages (two-step clock). 

¶ Local time at which the Sync message was received (t2). The slave makes a 
snapshot of its local time when the Start Frame Delimiter (SFD) of the Sync 
message is detected. 

Note: The process of assigning local time snapshot to an ingress or egress Ethernet 
frame when its SFD is detected or sent on the link is called time stamping. 

The relative time difference between GMC and local clocks is calculated by the slave 
clock as: Δt = (t2 – t1 – Σ (path + link delays)). 

The one- or two-step clocks are inherently compatible and can be mixed in a PTP 
network. From architectural point of view, a one-step clock implementation requires 
frame time stamping and modification of the correctionField during frame 
transmission (on-the-fly). Thus sending of a bare Sync message and embedding of 
all relevant delay and time information into the subsequent Follow_Up messages has 
relaxed timing requirements. However, the Sync and Follow_Up messages must take 
same path from GMC to OCs – a requirement which can’t be guaranteed in a 
redundant network with multiple possible paths from one node to other. 
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1.3.2 Path delay measurement 

Two interconnected Ethernet ports in a P2P network periodically measure path delay 
by exchanging so-called Peer Delay (PDelay) messages (Figure 9): 

1. A Requester node initiates path delay measurement by sending a 
PDelay_Req message and storing the outgoing message timestamp (t1). 

2. The Responder node creates the timestamp t2 during the PDelay_Req 
message reception. Then the node prepares a response (PDelay_Resp) 
message and puts the timestamp t2 into the message. 

3. During the transmission of the PDelay_Resp message, the egress timestamp 
(t3) is either combined with the outgoing PDelay_Resp message (one-step 
clock) or is sent separately with a subsequent PDelay_Follow_Up message 
(two-step clock). 

4. The Requester node stores the ingress timestamp (t4) of received 
PDelay_Resp messages and extracts the embedded Responder timestamps 
(t2 resp. t3). 

The Requester node calculates then the mean path delay as: ((t2-t1) + (t4-t3))/2. 
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Clock

two-step

Transparent

Clock

one-step

Ordinary

(slave) Clock

link link

time t1 PDelay_Req

local clock local clock

t2

t3
t4

PDelay_Resp

local clock

t1 PDelay_Req

t2

t3
t4

PDelay_Resp

t1PDelay_Req

t2

t3
t4

PDelay_Resp

t1PDelay_Req

t2

t3
t4

PDelay_Resp

PDelay_Resp

_Follow_Up

PDelay_Resp

_Follow_Up

 

 Figure 9: Exchange of PDelay messages in a P2P network 

1.3.3 Clock synchronization in redundant networks 

A faultless HSR or PRP network provides two different paths from master clock to 
slave clock. This makes the IEEE 1588v2 requirement that both Sync and Follow_Up 
messages of a two-step master clock have to propagate same path challenging to 
achieve. A Sync message traversing a different path than the associated Follow_Up 
message, is a potential source of the slave clock synchronization quality degradation. 
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A slave clock connected over a RedBox to a redundant network receives both 
duplicates of a Sync respectively Follow_Up message. Hence the duplicates 
propagates different network paths with inherently different delays, using both 
message duplicates for synchronization is another potential source for slave clock 
synchronization quality degradation. Therefore, the IEC 62439-3:2016 Standard 
provides several guidelines and recommendations to ensure clock synchronization 
quality in a HSR or PRP network. The HSR/PRP-Core implementation follows these 
recommendations which are discussed in the next sections. 

The HSR/PRP-Core features an optional Stateless Transparent Clock (SLTC) 
component. The SLTC supports differentiation of paths traversed by the Sync and 
Follow_Up messages on their way from the redundant to non-redundant network. 
The differentiation is achieved by modifying the port number bits 13/12 to “10” if a 
PTP message was received over Port A or to “11” if the message was received over  
Port B. Therefore, the slave clock on the non-redundant network receives twice as 
many PTP messages as issued by the clock master (Figure 10), which differentiate 
both in their time correction (due to different path delays) and port number fields. The 
slave clock connected to the non-redundant network must support the Best Master 
Clock Algorithm (BMCA) to select from the both (virtually) different master clocks. 

RedBox

RedBox

  

SC

BA

LRE

SLTC

C

LAN B
LAN A

LRE

BA

MC

SLTC

T2T1

MC = Master Clock
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Figure 10: PTP message forwarding through a RedBox 
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The optional one-step Doubly Attached Clock (DAC) operates as a redundantly 
connected OC executing BMCA independently on both redundant ports and selecting 
the port to which the better master is connected. Only the PTP messages from the 
redundant port with the designated better master clock are forwarded to the non-
redundant port and used for synchronization of the DAC-internal clock servo. PTP 
messages from the other port are suppressed (Figure 11). Non-PTP message 
forwarding and PTP message forwarding on the HSR ring through the SLTC and 
LRE are not affected. If the DAC clock source is better than other OC in the 
networks, the DAC issues Sync and Announce messages over both redundant ports 
to the network. 

RedBox

OC

BA

SLTC

C

X

LRE
X

 

Figure 11: Principal DATC (DAC + SLTC) block diagram 
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1.4 HSR/PRP-Core functional description 

1.4.1 Receive path 

The HSR/PRP-Core contains the complete LRE functionality. Frames received over 
Port A or Port B are first bus-converted in the receive path by the Input Adapters. The 
conversion is done from external (R)(G)MII bus to the HSR/PRP-Cores internal byte-
oriented bus. Then the incoming frames are stored according to their priorities in one 
of the Host Frame Buffers Priority Queues (Figure 12). 
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Figure 12: HSR/PRP-Core receive path block diagram 

During the frame reception and storage, a decision is made by the Frame Filtering 
and Duplicate Reject components, whether to store the incoming frame or to drop it. 
The frame is dropped if one of the following rules applies: 

¶ Frames FCS is invalid (Store and Forward philosophy), 

¶ A valid entry with the same Sequence Number and SMAC address was found 
in the Entry Table (i.e. the frame is a duplicate)*, 

¶ VLAN-based frame filtering is enabled and the VLAN-tagged frame has a 
different VLAN ID than specified in the Register Set, 

¶ Frames DMAC address was not found in the MAC Table, 

¶ Frame was originated by a SAN connected to Port C (HSR mode only), 

¶ Frame is a Supervision frame and Supervision frame forwarding to non-
redundant network is disabled in the Register Set, 

¶ Frames size exceeds free memory size in the Frame Buffer. 

*Note: In PRP mode, duplicate reject is done only when a frame was received with 
the correct LAN ID (0xA for Port A and 0xB for Port B) 

If a frame is dropped, then the memory allocated for its storage in the Host Frame 
Buffer is immediately freed. Dropping the frames in this way prevents wasting costly 
FPGA memory resources, because only frames to be forwarded to non-redundant 
network are stored. 

If the frame wasn’t dropped and contains a valid RCT then a new entry is created in 
the Entry Table with the current timestamp. An entry is deleted when Entry Forget 
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Time elapses since its creation. Frames stored in Host Frame Buffer are forwarded in 
the order of their priorities to the Output Adapter for the transmission to the non-
redundant network. The Output Adapter performs the visa-versa conversion of 
HSR/PRP-Cores internal byte-oriented bus to the external (R)(G)MII bus. The 
Untagger in the front of the Output Adapter removes detected RCTs from the 
outgoing frames. 

The HSR/PRP-Core features an optional Nodes Table as specified by the 
IEC 62439-3 standard. The usage of the Nodes Table can be enabled at the source 
level. In contrast to competing FPGA IP-cores, a full-fledged, hardware only (without 
the need of software stack) solution is provided. 

The implemented Nodes Table receives and processes all incoming frames (PRP 
mode) or Supervision frames only (HSR mode). If the VLAN filtering is enabled, only 
frames with the same VLAN ID are processed. The readout of the Nodes Table 
entries is done via Register Set, which can be connected to a microcontroller unit 
(µCU). The Nodes Table manages up to 256 node entries. The linear search of the 
whole Nodes Table for the next valid entry readout would cause a noticeable µCU 
processing time overhead. Therefore the search algorithm is implemented directly in 
the HSR/PRP-Core. The search of the next valid entry is started by setting the Nodes 
Table Read Request (NREQ) bit in CCTRL2 register. When the next valid node entry 
was found in the Nodes Table and it was copied to Register Set for readout, the 
NREQ bit is cleared and an interrupt event is generated to signal available data. The 
user is strongly encouraged not to poll NREQ bit in order to detect the end of search 
process, but to use the interrupt functionality hence the search time is not 
deterministic and may consume several microseconds. 

1.4.2 Transmit and ring forward paths 

When a frame is received from the non-redundant network connected to Port C, it is 
directly stored in the Tagger FIFO and its SMAC is learned by the MAC Table  
(Figure 13). After full frame reception with subsequent RCT tagging the tagged frame 
duplicates are stored according to their priority in both Ring Frame Buffers. 
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Figure 13: HSR/PRP-Core transmit and forward paths block diagram 
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The forward path provides direct interconnect of Ports A/B for frame re-transmission 
on the HSR ring. The frames received on the ring Input Adapters are stored after 
optional frame untagging (which is a Transparent Mode feature) in the opposite Ring 
Frame Buffer. During the frame reception and storage, a decision is made by the 
MAC Filter and Duplicate Reject component, whether to store the incoming frame or 
to drop it. The frame is dropped if one of the following rules applies: 

¶ A valid entry with the same Sequence Number and SMAC address was found 
in the Entry Table (i.e. the frame was already transmitted in same direction), 

¶ Frames DMAC address was found in the MAC Table (i.e. a SAN connected to 
Port C is the destination of the frame), 

¶ Frames SMAC address was found in the MAC Table (i.e. a SAN connected to 
Port C has originated the frame), 

¶ Frame doesn’t carry a valid HSR RCT and the Transparent Mode is disabled, 

¶ Frames size exceeds free memory size in the Frame Buffer. 

If the frame wasn’t dropped then a new entry is created in the Entry Table with the 
current timestamp. An entry is deleted when the Entry Forget Time elapses since its 
creation. 

The frame forwarding is done in the Cut-Through mode, which allows extraordinary 
low delays hence the frame re-transmission can be done after full RCT reception 
(400 ns after preamble detection) and frame forwarding decision (another 500 ns). 
Solutions operating in Store-and-forward manner, perform frame re-transmission 
after a complete frame reception, storage and processing. In that case the minimum 
forwarding delay is the frame length (incl. preamble) in octets multiplied by 8 ns. 

Outgoing frames are sent by the Output Adapters with the specific link speed 
detected on Port A respectively Port B. If one of the Output Adapter operates at 
slower link speed than both sourcing Input Adapters (e.g. 100 MBit instead of 1000 
MBit), then a frame loss may occur due to bandwidth overuse. This faulty state can 
be easily detected by observation of the Link Status field in Link Status Register and 
shall be fixed by the network administrator. In contrast to existing commercial 
solutions with unified memory approach (one shared memory for receive, transmit 
and forwarding paths), that faulty state has no impact to unrelated paths respectively 
Frame Buffer operation. In a unified memory approach all incoming frames are 
dropped, if the shared memory is full, which may be the consequence if one of the 
ports operates at a lower link speed than other ports. 

Every two seconds a Supervision frame duplicate pair is generated by Supervision 
Generator for each node connected to non-redundant network at Port C. The 
Generator uses valid MAC entries in the MAC Table to generate Supervision frames 
on behalf of the nodes attached to the non-redundant network. To avoid any impacts 
on the regular frame traffic handled by the Tagger, the Supervision frames are 
transmitted only when the Ring Frame Buffers in the transmit path are empty. 

Frames received on the Port C, which are shorter than the minimum frame size are 
extended with zero-bytes (padded) before they are sent to ring network (Figure 14). 
The padding ensures that the frame length never falls below the minimum frame 
length of 64 bytes when the RCT and/or VLAN tags are removed. Therefore the 
minimum frame size depends on the presence of the VLAN and RCT tags (Table 2). 
However, frames shorter than 46 bytes are always dropped by the Input Adapters. 
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VLAN tag RCT tag 
Min. frame length 

[bytes] 

- - 64 

- x 70 

x - 68 

x x 74 

Table 2: Minimum frame length 

Note: This absolute minimum frame size can be changed at the source code level. 

1.4.3 VLAN tagging 

Virtual LANs (VLANs) are used to logically group nodes without a reconfiguration of 
the network topology. Only nodes within the same VLAN group are able to 
communicate with each other if the VLAN filtering is enabled. Thus VLANs can be 
used to virtually separate safety-critical nodes from the rest of the network. The 
HSR/PRP-Core supports optional VLAN tagging of the outgoing frames and VLAN 
filtering of the incoming frames. The first two bytes of a VLAN tag are the Tag 
Protocol Identifier (TPID, a fixed 0x8100 hex. value). The last two bytes defines the 
frame priority (Priority Code Point, PCP), Drop Eligible Indicator (DEI) and VLAN-
Identifier (VID) which defines group membership (Figure 14).  

DMAC SMAC EtherType payloadVLAN

6 bytes 6 bytes 4 bytes 2 bytes Min. 46 bytes

RCT

6 bytes

FCS

4 bytes

padding

TPID

16 bits

PCP DEI

3 bits 1 bit 12 bits

VID

 

Figure 14: VLAN-tagged HSR frame extended by padding 

1.4.4 Frame Buffer and Priority Queues 

The HSR/PRP-Core features a dedicated Frame Buffer instance per Ethernet port. 
Each Frame Buffer represents a pool of 128 Byte large memory segments which are 
used for the frame storage and flexibly shared by its Priority Queues. The small 
segment size reduces memory waste especially when the minimum-length frames 
are stored. If a frame is stored in a Frame Buffer, it is assigned according to its 
priority level to a specific Priority Queue. Eight priority levels are defined by three bit 
wide PCP field of the optional VLAN tag. The ninth priority level with the highest 
precedence is available only to the frames which shall be forwarded on the ring. The 
Arbiter on the output of a Frame Buffer chooses frames for transmission from a non-
empty Priority Queue with highest priority. Frames stored in the same Priority Queue 
are chosen in the order of their storage (FIFO principle). 

The PCP field and Priority Queues can be effectively used for the frame reordering in 
the non-empty Frame Buffers and thus in a potentially congested network. A high 
PCP value shall be assigned to the critical frames; these frames will be forwarded 
then to the according port with precedency over frames with lower PCP value.
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According to IEC 62439-3.5 standard, frames to be forwarded on the ring have 
highest priority. This requirement ensures deterministic Ethernet ring delays needed 
for hard real-time applications. However in some practical cases, a critical frame with 
a high PCP value sent to the Port C by a SAN shall be retransmitted as soon as 
possible to the ring. The HSR/PRP-Core supports this scenario by the CTOPCP 
register field, which defines the PCP value threshold of critical frames which shall 
have higher priority than frames forwarded on the ring in Cut-Through mode. 

1.4.5 Stateless Transparent Clock 

The optional Stateless Transparent Clock (SLTC) performs measurements of the 
path delays to the adjacent nodes and time corrections according to the IEEE 1588v2 
standard related to the Transparent Clock (TC) subset:  

¶ Path delay correction of PTP Sync messages. The path delay is added to the 
correctionField of the Sync messages. 

¶ Residence time correction of PTP Sync messages. The time which is spent by 
a Sync message in the HSR/PRP-Core is added to the correctionField of the 
Sync Message. 

¶ Path asymmetry correction of PTP Sync, PDelay_Req and PDelay_Resp 
messages. The IEEE 1588 does not define how the path asymmetry can be 
measured. Nonetheless, if the path asymmetry is known, the user can set the 
asymmetry values in Register Set for each communication path 
independently.  

The SLTC functionality is distributed among several components (Figure 15). The 
shown SLTC structure is instantiated between the HSR/PRP-Core and Input- 
respectively Output Adapter individually on each communication path. The Input and 
Output Adapters provide accurate ingress respectively egress time stamps (TS) of 
the incoming respectively outgoing messages. These timestamps are used by the 
Ingress and Egress Timestamper components for time stamping of all processed 
PTP messages. The PDelay Processor replies the received PDelay_Req messages 
with PDelay_Resp messages. It also initializes path delay measurements by sending 
PDelay_Req messages. As soon as a corresponding reply message(s) are received 
from the adjacent node, the PDelay Processor calculates the path delay to this node. 
The calculated (mean) path delay is used by the Ingress Timestamper to perform the 
path delay correction. 

HSR/PRP-Core

(LRE)

(R)(G)MII

(R)(G)MII

TS

Input 

Adapter

Output

Adapter

PDelay

Processor

A
rb

it
e

r

Ingress

Timestamper

TS

Egress

Timestamper

path delay

DAC

SLTC
 

Figure 15: Path-individual SLTC instance 

Note: The SLTC drops the End-to-end (E2E) Delay_Req and Delay_Resp messages 
as requested in IEEE 1588v2 Standard.  
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1.4.6 Doubly Attached Clock 

The optional Doubly Attached Clock (DAC) performs synchronization to an external 
master clock. The master clock to which all clocks in a network are synchronizing is 
determined by the Best Master Clock Algorithm (BMCA) executed by each OC. The 
BMCA relies on the information carried by the Announce messages and is executed 
by the Announce Processor independently for both redundant ports. The Announce 
Processor analyzes all incoming Announce messages, stores their content in the 
Data Set memory and compares them during BMCA to determine the master clock.  
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Figure 16: DAC block diagram 

Once an external master clock is found, which clock quality is better than the local 
clock, the Sync Processor starts the synchronization to it. The Sync Processor 
receives Sync Messages from the redundant sub-network, where the MC is located 
and calculates the local clock offset from the MC. This clock offset information is 
used by the clock servo to adjust the local clock. The local clock provides Pulse per 
Second (PPS) output which can be used for local acquisition control. The Parent 
Data Set (parentDS) information of the designated MC is readable via Register Set. 

When no better clock at the network is found, then the Announce Processor issues 
PTP Announce messages with according to the Default Data Set (defaultDS) which 
is accessible via Register Set. The Sync Processor issues Sync messages with the 
local PTP clock time. 

1.4.7 Use cases 

The HSR/PRP-Core can be used for stand-alone RedBox designs between a 
redundant network and up to 16 SANs in a non-redundant network (Figure 17). 
Stand-alone usage implies that the HSR/PRP-Core settings are static 
(i.e. preconfigured at the source code level) and the health status of the HSR network 
is not collected in the RedBox. The Supervision frames however are still generated 
for each SAN. 

The managed RedBox use case allows dynamic core configuration and redundant 
network health status supervision. This requires a µCU (either external or embedded 
in the FPGA) with a connection to the non-redundant network and to the Register Set 
of the HSR/PRP-Core (Figure 18). Although co-located to RedBox, the µCU is in fact 
another SAN in the non-redundant network. The optional Network Management 
Interface via TCP/IP SNMP can be a part of Local Application implementation.  
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Figure 17: Stand-alone RedBox use 
case 

Figure 18: Managed RedBox use case 

If a single device shall be connected to the redundant network, then the DAN use 
case should be preferred (Figure 19). The µCU (either external or embedded into 
FPGA) is directly connected to the non-redundant port (Port 2) of the HSR/PRP-
Core. The DAN use case allows dynamic core configuration and health status 
supervision of the redundant network. The optional Network Management Interface 
via TCP/IP SNMP can be a part of Local Application implementation. 
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Figure 19: Dual Attached Node (DAN) use case 

In high-traffic application the DAN use case should be preferred to the RedBox use 
cases hence the network traffic through a RedBox is always shared by all SANs 
connected to the non-redundant network. Thus, a RedBox (independent of 
manufacturer and implementation) is a potential traffic bottle-neck between the 
redundant and non-redundant networks. However the small FPGA resource usage of 
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the HSR/PRP-Core reduces DAN and RedBox implementation costs if compared to 
competing implementations. 

1.4.8 Supported HSR operation modes 

The IEC 62439-3.5:2016 standard defines besides default HSR operation mode 
several optional operation modes, which can be used for HSR network setup and 
trouble shooting. The current HSR/PRP-Core implementation supports following 
operation modes: 

¶ Mode H (default mode): HSR-tagged frame transmission – In this mode all 
outgoing frames carry an HSR RCT. Duplicate rejection is applied to the 
frames received from HSR ring and passed to the local non-redundant 
network. All frames are forwarded once to the ring at the same direction (Path 
A or B). Ring frames addressing a SAN on the local non-redundant network 
and untagged frames are not forwarded on the ring. 

¶ Mode N: No ring forwarding – Same behavior as in Mode H, but frame 
forwarding on the ring is disabled. 

¶ Mode T: Transparent forwarding – Outgoing frames are not tagged. Duplicate 
and non-tagged frames coming from the HSR ring are accepted when passed 
to the non-redundant network. HSR-tagged frames are untagged before they 
are forwarded on the HSR ring. This is the only operation mode, where non-
HSR nodes can be connected directly to the HSR ports of a node for 
configuration purposes.  

¶ Mode U: Unicast forwarding – Same behavior as in Mode H, except the 
unicast frames for which a local SAN is the destination are forwarded on the 
ring. 

1.4.9 Standard deviations and interpretations 

Any IEC 62439-3:2016 and IEEE 1588v2 standard deviations and interpretations in 
the current HSR/PRP-Core implementation are documented in this section. 

First deviation applies to standard requirement, to send non-tagged frames to a SAN 
only through the PRP sub-network where it’s registered, when the Nodes Table is 
present. In the current HSR/PRP-Core implementation there is no connection 
between Nodes Table and the Tagger component. Thus the Tagger doesn’t know 
whether an incoming frame is sent to a SAN or to a DANP. Even when the 
communication is done with a SAN, tagged duplicate frames are sent over both Port 
A and Port B to LAN A respectively LAN B of the PRP network. However, the 
standard notes, that such operation mode has only a negligible impact to overall 
network performance and the PRP RCT is naturally tolerated by all SANs. 
Furthermore, this is the only operation mode of any LRE implementation without 
(optional) Nodes Table. 

According to the standard, the TimeLastSeenA/B attributes represent time in 
TimeTicks (1/100 sec.) since the reception of the last frame from the according node. 
In the HSR/PRP-Core the TimeLastSeenA/B is measured in seconds. 

After Supervision frame reception the standard requests an update of the DANP 
Duplicate Accept/Reject attributes in the Nodes Table. These fields are not explicitly 
shown in the “Table 1” in the section “4.2.7.2 Nodes Table” of the standard. However, 
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the Duplicate Accept field is contained in the current Nodes Table implementation. In 
conjunction with SanA/B fields it allows easy detection of disconnected ports. 

The HSR-related subset of the standards provides an example LRE implementation 
description. Inspired by the Ethernet switch designs, a Proxy Table is assumed to 
hold MAC entries of served SANs for MAC filtering and incoming frame entries for 
duplicate rejection purposes. From engineering point of view, these tasks are 
completely unrelated. Therefore a separate MAC Table is used in HSR/PRP-Core to 
hold MAC addresses of served SANs and an Entry Table is used to keep incoming 
frame entries. Going this way, a more flexible design is provided to the customer. 

The LRE Interface Status Table definition (see Standard MIB for details) describes 
several Entry (Duplicate) Table related counters (lreCntUniqueA/B/C, 
lreCntDuplicateA/B/C and lreCntMultiA/B/C). The Standard assumes a dedicated 
Entry Table per transmit port (Ports A/B/C). However, in the current HSR/PRP-Core 
implementation a single Entry Table is used to keep all frame signatures for the 
duplicate detection. Such approach reduces the RAM resource usage, but at the 
same prevents implementation of the port-specific Entry Table counters defined by 
the Standard. 

The timestamp event is defined according to the standard as time when the frames 
SFD crosses the boundary between node (PHY) and network (cable), see Figure 20  
and Figure 21. Alternatively the timestamp event may be generated between the 
MAC and the PHY. The HSR/PRP-Core adheres to the latter definition. Thus, the 
PHY-introduced delays are measured through PDelay measurements and the PHY-
specific asymmetry is compensated through the asymmetry correction setting in the 
Register Set. The obvious benefits of this design decision are: 

¶ User need to set only one PHY-specific setting for asymmetry correction, 

¶ The HSR/PRP-Core is inherently compatible to any PHY device hence they 
are treated as a part of network. 
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Figure 20: Timestamp point 
definitions 

Figure 21: Timestamp event definition 
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1.5 Evaluation platforms and ordering information 

1.5.1 Hardware platforms 

A time- and functionally limited HSR/PRP-Core (Nodes Table and SLTC are not 
included) is available for HW evaluation and non-commercial usage. The public 
download package includes an Altera Quartus II example design for the Terasic DE2-
115 and Ethernet HSMC evaluation boards. Furthermore, a custom hardware 
evaluation platform called DemoBox is offered for registered users, which features a 
full-fledged HSR/PRP-Core with Register Set Monitor software (Figure 22). See also 
online documentation for details. 

  

Figure 22: DemoBox HW evaluation platform 

1.5.2 User Testbench 

The public download and customer delivery packages include a simple VHDL 
testbench which can be used to verify core functionality. The testbench provides a 
simple demonstration of HSR/PRP-Core Ethernet redundancy capabilities. It contains 
two HSR/PRP-Core instances connected as a minimalistic HSR-ring respectively 
PRP-network (Figure 23). Two frame generators feed a frame stream to non-
redundant ports (Port C) of both HSR/PRP-Core instances. The frame stream passes 
the redundant network and leaves the opposite HSR/PRP-Core. The interconnect 
between the HSR/PRP-Cores is periodically interrupted, simulating broken or 
unplugged cables, however without any impact to the HSR/PRP-Core output frame 
streams. 
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Figure 23: Testbench structure 

http://verylogic.de/sites/default/files/um002-demobox.pdf


 
 

UM005 - HSR-Core_web  2017-02-14 / v2.4.003 28 

1.5.3 Ordering and licensing information 

The commercial version of the HSR/PRP-Core is provided either as encrypted or 
plaintext VHDL source code with project resp. site license. The licensing model 
bases on the Xilinx Sign-Once license agreements. The maintenance updates and 
optional technical support are offered separately on the annual base. Figure 24 
provides an overview of orderable HSR/PRP-Core versions. 

-IP-HSR/PRP ENC - P

Deliverables Type

ENC: Encrypted VHDL

SRC: Plaintext VHDL

License Type

P: Project License

S: Site License

Product Type

- SLTC

optional PTP features

SLTC: Stateless Transparent Clock

void: no PTP support

DATC: Doubly Attached Clock + SLTC
 

Figure 24: Ordering information 

Note: The Plaintext License is only available in combination with Site License. 

1.5.4 Deliverables 

The delivered HSR/PRP-Core package has folder structure as shown: 
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Figure 25: Deliverables structure 
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1.6 Interface and configuration description 

1.6.1 Top level component 

The HSR/PRP-Core top-level component (RedBoxTop) provides interface to external 
components (Figure 26). The Input and Output Adapter support both MAC and PHY 
MII interface styles. The SMI controller count is configurable through top-level 
component generics resp. HSR/PRP-Core configuration package 
(hsr_prp_config_pkg.v*). A single technology-specific FPGA component (PLL) shall 
be instantiated to generate core-wide clock signals. 
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Figure 26: RedBoxTop block diagram 

Signal Value Description 

g_PHY_RST_MS 10 Duration of the PHY reset pulse at phy_rst output 
in ms. Consult PHY data sheet for a proper value. 

g_MDC_FREQ_MHZ 1 Internally generated MDC (PHY_MDC) clock 
frequency in MHz used to read the PHY registers. 
Consult PHY data sheet for a proper value. 

g_RSC_FREQ_MHZ 50 Register set clock (rs_clk) frequency in MHz. Any 
value between 20 and 125 MHz is allowed. 

g_REF_FREQ_MHZ 250 Core clock (clk_2x) frequency in MHz. Fixed to 250 
MHz for current implementation. 

g_SMI_CTRL_CNT N=1..3 Count of SMI Controller instances. It shall have the 
same value as c_SMI_CTRL_CNT in 
hsr_prp_config_pkg.v* file. 

Table 3: RedBoxTop interface generics description 
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Signal Dir. Width Description 

Infrastructure 

Clk In 1 125 MHz core clock input 

clk_2x In 1 250 MHz core clock input 

arst In 1 Asynchronous reset 

arst_sync_clk In 1 Asynchronous reset synchronization clock 

Status interface 

locked Out 1 Set, if the DAC is synchronized to a Master Clock 

frame_drop Out 1 Set, if a frame drop in a Frame Buffer was 
detected 

core_error Out 1 Set, if the core is in a non-recoverable, erroneous 
state 

clear_to_send Out 1 Set, if the free segment level in both Ring Frame 
Buffers is above a user defined setting 

pps_no_dly Out 1 Not compensated PPS output 

pps_out_vc Out 1 Delay compensated PPS output 
Register Set interface 

rs_clk In 1 20…125 MHz Register Set clock input 

rs_arst In 1 Asynchronous reset 

rs_irq Out 1 Interrupt request line to external µCU 

rs_wait Out 1 Register access delay request 

rs_rd_en In 1 Register read enable 

rs_wr_en In 1 Register write enable 

rs_rd_val Out 1 Register read data valid 

rs_addr In 8 Register address 

rs_rd_data Out 32 Register read data 

rs_wr_data In 32 Register write data 

SMI interface 

usr_smi_req In 1 User logic request to access external SMI bus(es) 

usr_smi_ack Out 1 User logic acknowledge to access external SMI 
bus(es) 

usr_smi_rx_array In N User logic output to internal SMI Controller 

usr_smi_tx_array Out N Internal SMI Controller output to user logic 

ext_smi_rx_array In N External PHY output to internal SMI Controller 

ext_smi_tx_array Out N Internal SMI Controller output to external PHYs 
(R)(G)MII interface 

phy_rst Out 1 PHY reset pulse output 

mii_rx_array In 3 (R)(G)MII input array to Input Adapter. The port 
position in the signal vector is 2 for Port C, 1 for 
Port B and 0 for Port A. 

mii_tx_array Out 3 (R)(G)MII output array from Output Adapter 

mii_ctrl_array In 3 (R)(G)MII control array to Input and Output 
Adapter 

Table 4: RedBoxTop interface description 
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1.6.2 Register Set timings 

The Register Set interface style is similar to Altera Avalon bus. Therefore, Altera 
NIOS II µCU can be easily connected to the HSR/PRP-Core. The Register Set 
interface is optional; if not used, drive rs_rst input with ‘1’, all other inputs with ‘0’ and 
leave outputs unconnected. In such a case, the preset register values are used.  

During a write access to the Register Set, the data is latched at the very last cycle. 
However, to avoid unintentional register value transitions, both register address and 
write data must be assigned in the same clock cycle as write enable is asserted and 
kept constant till write enable is de-asserted (Figure 27). The duration of a write cycle 
is can be delayed by the HSR/PRP-Core by asserting the rs_wait output. 

rs_clk

rs_wr_en

rs_addr write addr XXXXXXXXXX write addr

rs_wr_data write data XXXXXXXXXX write data

write data latch

XXXXX

XXXXX

rs_wait

 

Figure 27: Register Set write cycle timing 

During a register read access the selected register content is latched once to read 
data output (Figure 28). A read access can be delayed by the HSR/PRP-Core by 
asserting the rs_wait output. The rs_rd_en and rs_addr inputs must then be hold by 
the external bus muster as long as the wait line is asserted. 

rs_clk

rs_rd_en

rs_addr read addr XXXXXXXXXX read addr XXXXX

rs_rd_data reg. valueXXXXX XXXXX reg. value

register snapshot

rs_wait

rs_rd_val

XXXXX

 

Figure 28: Register Set read cycle timing 

1.6.3 Serial Management Interface 

The Serial Management Interface (SMI) is a serial bus used to configure the PHY 
settings and to readout the PHY status. Up to 32 PHY devices are attachable to a 
single SMI bus. The HSR/PRP-Core uses the SMI bus to periodically read the Mode 
Status Registers of all PHYs and to update the link status in the LSTAT register with 
the retrieved information. However, the user can stop the HSR/PRP-Core from 
polling the PHY devices via SMI bus by setting Release SMI (RELS) bit in the LSTAT 
register. The HSR/PRP-Core enables then the bypass logic between user SMI 
controller and external PHYs. Once set and acknowledged by SMI Idle flag (SIDLE), 
user can access the SMI bus through according interface signals. 



 
 

UM005 - HSR-Core_web  2017-02-14 / v2.4.003 32 

Register Set

PHYs

SMI Controller User

SMI

Controller

usr_smi_rx.MDIO_I

usr_smi_rx.MDC MDC

smi_req

usr_smi_req

MDIOusr_smi_tx.MDIO_O

usr_smi_tx.MDIO_T

ext_smi_rx.MDIO_I

ext_smi_tx.MDCMDC

MDIO ext_smi_tx.MDIO_O

ext_smi_tx.MDIO_T

D Q
RELS

≥1

D Q
SIDLE usr_smi_ack

smi_ack

REQ

ACK

HSR/PRP-Core

 

Figure 29: SMI interconnect 

Note: The PHY devices can be attached to several physical SMI buses and 
configured with different bus addresses. The SMI bus assignments and PHY 
addresses must be set in HSR/PRP-Core configuration package 
(hsr_prp_config_pkg.v*) for proper SMI bus access. 

Signal Dir. Width Description 

SMI transmit (t_smi_tx) record 

.MDC Out 1 MDC drive line to PHY. Leave floating on user SMI 
Controller side. 

.MDIO_O Out 1 Data output to top-level tristate-buffer connected to 
MDIO line of external PHY or user SMI controller 

.MDIO_T Out 1 Direction control of top-level tristate-buffer 
connected to MDIO line of external PHY or user 
SMI controller 

SMI receive (t_smi_rx) record 

.MDC In 1 MDC drive line from user SMI Controller. Leave 
floating on PHY side. 

.MDIO_I In 1 MDIO input from external PHY or user SMI 
controller 

Table 5: SMI interface records 
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1.6.4 Configuration and customization options 

The HSR/PRP-Core can be configured statically at the source level prior synthesis 
step and dynamically via the Register Set (see section 2.4 for details). The source 
level configuration options are: 

¶ Frame Buffer sizes (limited by FPGA resources only), 

¶ Nodes Table usage, 

¶ Entry Table size (up to 4096 entries), 

¶ Number of MAC Table entries (1 or 16), 

¶ Maximum frame size (up to 4096 bytes), 

¶ OC servo parameters, 

¶ Register Set reset values (for stand-alone use case). 

These configuration options are set in the hsr_prp_config_pkg.v* file. The detailed 
overview over the user-accessible options and settings is given in the table below. 

Parameter Description 

General parameters 

c_ASYNC_RS_CLK True, if Register Set clock (rs_clk) is asynchronous to 
core clocks (clk, clk_2x) and therefore clock domain 
crossing between them is required. 

c_SMI_CTRL_CNT Count of SMI Controller instances. Valid range: 1..3 

c_PHY_POLL_DELAY PHY link status polling delay in [ms]. The polling of the 
PHY registers starts after a reset with the delay 
specified by this constant. 

c_PHY_ACC_ARRAY SMI bus access definitions as an array with PHY-
dedicated elements. See Table 7 for details. 

c_DUPL_TABLE_SIZE Duplicate Entry Table size in 2^N entries. 

c_BLK_DEPTH Segment storage block depth in 2^N words (11 for 4 
M20K; 10/9 for 4/2 M9Ks). 

c_BLK_CNT_HOST Number of segment storage blocks instantiated in Host 
Frame Buffer. 

c_BLK_CNT_RING Number of segment storage blocks instantiated per Ring 
Frame Buffer. 

c_TAGGER_FIFO_SIZE Size of frame FIFO in Tagger in 2^N bytes. 

c_NODE_TABLE_EN If true, then a Node Table is instantiated. 

c_16MAC_TABLE_EN If true, then RAM-based 16-entries MAC Table is 
instantiated. Otherwise a single-entry MAC Table is 
used. 

c_DBG_STRUCT_EN If true, then core-specific debug structures are 
instantiated. 

c_REBOOT_TIME Node Reboot Time in 2^N [ms]. After reset the node 
stays silent until this time elapsed. 

c_CCTRLx_YYYY Core Control Registers reset values. See according 
register description for details. 

c_LSTAT_YYYY Link Status Register reset values. See according 
register description for details. 

c_IER_YYYY Interrupt Enable Register reset values.  
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SLTC- and DAC-specific parameters 

c_PTP_OC_EN If true, then PTP Doubly Attached Clock (DAC) and 
Stateless Transparent Clock (SLTC) are instantiated.  

C_PTP_SLTC_EN If true, then PTP stateless Transparent Clock (SLTC) is 
instantiated. 

c_PPS_LEN Length of PPS pulse in 2^g_PPS_LEN*4ns 

c_P2P_PDELAY_ARRAY Optional port-specific 47-bit peer delay values in [ns]. If 
a value is zero, then the port-specific PDelay Processor 
continuously measures peer delay. Otherwise no 
PDelay Processor is instantiated and the constant value 
is used for residence time corrections. 

c_PI_KI Fractional part of PI-regulator integral constant used in 
DAC clock servos. 

c_PI_KP Fractional part of PI-regulator proportional constant 
used in DAC clock servos. 

c_OC_LOCK_TH OC lock threshold - OC servo is locked to Master Clock 
if the offset from designated master remains below this 
threshold for c_OC_LOCK_CNT number of subsequent 
synchronization cycles. 

c_OC_LOCK_CNT Lock threshold count. See c_OC_LOCK_TH for details. 

c_OC_UNLOCK_TH OC unlock threshold - OC is no longer locked if the time 
error is above this threshold. 

Table 6: HSR/PRP-Core configuration parameters  

Signal Range Description 

.SMI_BUS -1, 
0…2 

SMI Bus Select. Selects the SMI bus to which the 
external port PHY is attached. Set to ‘-1’ link status of a 
PHY shouldn’t be polled. 

.PHY_ADR 0…31 PHY Address. This field defines SMI bus address of the 
PHYs attached to the port. It should be initialized for 
proper link status detection shown in LSA/B/C fields. 

Table 7: PHY access record description 
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2 Hardware design considerations 

2.1 FPGA resource usage and device selection 

Due to high customization grade of the HSR/PRP-Core only resource usage of a few 
meaningful configurations is provided (Table 8). Resource usage of a specific core 
configuration can be provided on request. 

Config. 
Nr. 

Port C 
Buffer 

Ports A/B 
Buffer 

Entry 
Table size 

MAC Table 
entries 

Nodes 
Table 

PTP clock 
type 

1 16 kByte 8 kByte 512 1 - - 

2 16 kByte 8 kByte 512 16 x - 

3 16 kByte 8 kByte 512 16 x SLTC 

4 16 kByte 8 kByte 512 16 x SLTC/DAC 

5 24 kByte 12 kByte 1024 16 x SLTC 

6 24 kByte 12 kByte 1024 16 x SLTC/DAC 

Table 8: Sample core configuration details 

Config. Nr. LEs 4-input LUTs FFs M9K blocks  Max. clock 

1 ~12,600 ~9,100 ~8,400 47 277 MHz 

2 ~14,700 ~10,600 ~10,100 56 273 MHz 

3 ~20,800 ~16,000 ~13,500 59 274 MHz 

4 ~25,300 ~20,000 ~16,000 63 262 MHz 

5 ~21,800 ~16,700 ~14,100 79 273 MHz 

6 ~26,400 ~20,800 ~16,500 83 264 MHz 

Table 9: Resource usage for the Altera Cyclone IV target technology 

Config. Nr. ALMs ALUTs FFs M10K blocks  Max. clock 

1 ~4,700 ~7,400 ~9,600 47 296 MHz 

2 ~5,600 ~8,500 ~11,400 55 293 MHz 

3 ~8,000 ~12,600 ~15,300 58 286 MHz 

4 ~9,700 ~15,300 ~18,100 62 278 MHz 

5 ~8,400 ~13,100 ~15,800 76 292 MHz 

6 ~10,100 ~15,800 ~18,700 80 292 MHz 

Table 10: Resource usage for the Altera Cyclone V target technology  

Note: The Altera Cyclone timing results apply for device speed grade ‘-I7’. 

Config. Nr. Slices LUTs FFs 18Kb BRAMs Max. clock 

1 ~2,500 ~6,200 ~8,400 46 267 MHz 

2 ~3,100 ~7,200 ~10,100 54 275 MHz 

3 ~4,300 ~10,400 ~13,300 58 258 MHz 

4 ~5,000 ~12,700 ~15,700 62 255 MHz 

5 ~4,500 ~11,100 ~13,800 74 259 MHz 

6 ~5,100 ~13,200 ~16,300 78 255 MHz 

Table 11: Resource usage for the Xilinx Artix-7 (Zynq) target technology 

Note: The Xilinx Artix-7 (Zynq) timing results apply to device speed grade ‘-1I’. 
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2.2 RGMII timing closure 

The timing closure of the RGMII Double Data Rate (DDR) interface is most 
demanding if compared to other MII interface styles. Therefore a RGMII-specific 
timing closure description is given in this section. At the 1 GBit line speed, an RGMII 
transmitter generates the data signals (TXD) and control signal (TX_CTL) aligned to 
the transmit clock (TXC). However, the receive clock (RXC) must appear at the 
RGMII receiver delayed by 2 ns relative to the receive data change (RXD, RX_CTL) 
in order to guarantee setup and hold times of the flip-flops (Figure 30, Figure 31). 

TXC

TXD, TX_CTL

 

RXC

RXD, RX_CTL

 

Figure 30: RGMII timing at the 
transmitter 

Figure 31: RGMII timing at the 
receiver 

The receive clock delay can be introduced at the transmitter side (Figure 32, T1), by 
appropriate PCB delay line (T2) or at the receiver side (T3). 
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Figure 32: RGMII signal path diagram 

The most PHY devices can be configured via SMI to introduce input or/and output 
delay. This however, requires a µCU, which can configure the PHY with proper 
settings after power-up via SMI. In general, PHY device is fully functional after 
power-up if the PHY bootstrap pins are hard-wired appropriately. Thus, in some use 
cases (e.g. Figure 17) SMI access is not available or even not desired. Therefore, 
methods to introduce inherent clock delay at the FPGA are shown in the Table 12.  

FPGA function Clock delay method Notes 

RGMII 
transmitter 

Place the TXD and TX_CTL 
structures into IO-cells. Prevent 
placement of TXC structure into 
IO-cell. 

The clock-to-output delay of 
registers inside the FPGA logic 
fabric is inherently higher than of 
those in the IO-cells. 

Enable dedicated IO-cell output 
delay for the TXC output. 

Most FPGA families provide 
configurable IO-cell output 
delay. 

Reduce drive strength and/or 
rise time of the TXC output. 

Due to capacity of the TXC PCB 
line, the TXC level change is 
detected later at the receiver. 
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RGMII 
receiver 

Use PLL for each TXC to 
introduce clock delay. 

Not preferable due to limited 
PLL resources. 

Invert TXC input. Inverting TXC input is equal to 
introducing 4 ns input delay. 

Enable dedicated IO-cell input 
delay for the TXD and TX_CTL 
inputs in conjunction with 
inverting TXC input. 

Some FPGA families provide 
configurable IO-cell input delay. 

Table 12: RGMII timing adjustment methods in the FPGA 

Independent of the preferred method to delay TXC, the FPGA designer is expected 
to create appropriate timing constraints and inspect the results of the FPGA design 
timing analysis (Figure 33, Figure 34). 

 

 

Figure 33: RGMII timing analysis results 
at transmitter side (clock delay ~ 2.8 ns) 

Figure 34: RGMII timing analysis results 
at receiver side (clock delay ~ 0 ns - a 

clock delay of 2ns is introduced by PHY) 

2.3 FPGA pinout 

The proper FPGA pin selection for (R)(G)MII interfaces is a very critical part of the 
hardware design. Following rules should be obeyed during the FPGA IO pin selection 
process: 

¶ Use dedicated clock inputs for RXC and reference clock input signals. 

¶ If 125/250 MHz core clocks are generated with a PLL, ensure that dedicated 
clock routing resources are used for reference clock input to the PLL cell. No 
phase shift is allowed between the both core clocks. 

¶ Don’t use dedicated clock inputs for RX_CTL and RXD inputs. In general, 
such inputs don’t have IO-cell registers and have a different input delay if 
compared to general IOs. 

¶ Don’t use FPGA IOs with dedicated function used during configuration. 

¶ Use pins with same clock-to-output delay (tco) for the same port RGMII 
transmit signals (TXC, TX_CTL and TXD). Note: In some FPGA families the tco 
differs between top/bottom and left/right IO banks. 

2.4 Reset and clocking concept 

The HSR/PRP-Core design contains two clock domains running at 125 MHz and 250 
MHz clocks (Figure 35). The user is responsible to generate phase-aligned clocks 
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with an external PLL and connect them to the according core clock inputs. The 
externally provided asynchronous reset signal is internally synchronized to another 
125 MHz clock input (arst_sync_clk), which can be supplied with a phase-shifted 
clock if necessary. In most cases, there is no need to shift the asynchronous reset 
synchronization clock. The user shall analyse the design timing and introduce a 
phase shift (e.g. 270° for Cyclone V I7 devices) to prevent any recovery or remove 
timing violations caused by the distributed reset signal. 

The Input Adapters perform the obligatory clock domain crossing between the 
(R)(G)MII receive clock domains and internal 125 MHz (clk) domain. The Register 
Set performs an optional clock domain crossing between the data bus (rs_clk) and 
internal 125 MHz (clk) clock domains. When the data bus is running at the same (or 
related) 125 MHz clock, no clock domain crossing between rs_clk and clk clock 
domains is required. Then the domain crossing in the Register Set clock can be 
disabled with “c_ASYNC_RS_CLK = false” setting in the HSR/PRP-Core 
configuration file. This setting removes all synchronization stages in the Register Set, 
which has a positive impact to the overall resource usage. 
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 Figure 35: Reset and clocking concept overview 

Note: Some HSR/PRP-Core components internally clocked with 250 MHz clock 
(clk_2x) are not explicitly shown. 
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3 Register Set 

3.1.1 Summary 

The HSR/PRP-Core functionality is controlled by the Register Set which is divided in 
several logical groups: 

¶ 0x00-0x0F: Core Control registers, 

¶ 0x10-0x1F: Core Status registers, 

¶ 0x20-0x2F: Miscellaneous core registers, 

¶ 0x30-0x3F: Nodes Table readout registers, 

¶ 0x40-0x6F: Interface Status counters, 

¶ 0x80-0x8F: Clock (TC/OC) Control registers, 

¶ 0x90-0x9F: TC Status registers, 

¶ 0xA0-0xAF: OC Status registers. 

The summary in the Table 13 provides a quick reference to the register addresses, 
names, reset values and short descriptions.  

Address Register Reset Description 

0x00 CVER 0x1800_2403 Core Version Register 

0x01 CCTRL1 0x0087_0281 Core Control Register #1 

0x02 CCTRL2 0x0000_0004 Core Control Register #2 

0x03 CCTRL3 0x1190_3C00 Core Control Register #3 

0x04 CCTRL4 0x5645_5201 Core Control Register #4 

0x05 CCTRL5 0x0000_2345 Core Control Register #5 

0x06 CCTRL6 0xE000_0010 Core Control Register #6 

0x10 CSTAT1 0x0000_0000 Core Status Register #1 

0x11 CSTAT2 - Core Status Register #2 

0x12 CSTAT3 0x000 Core Status Register #3 

0x20 LSTAT 0x0000_8820 Link Status Register 

0x21 IER 0x0000_0000 Interrupt Enable Register 

0x22 ISR 0x0000_0000 Interrupt Status Register 

0x23 FESTAT 0x0000 FIFO Error Status Register 

0x30 NSTAT - Node Status Register 

0x31 NMAC0 - Node MAC0..3 Register 

0x32 NMAC4 - Node MAC4..5 Register 

0x33 NRXA - Node Receive Path A Counter 

0x34 NRXB - Node Receive Path B Counter 

0x35 NERRA - Node Error Path A Counter 

0x36 NERRB - Node Error Path B Counter 

0x40 TXNA 0x0000_0000 Transmit Non-tagged Frame Counter Port A 

0x41 TXNB 0x0000_0000 Transmit Non-tagged Frame Counter Port B 
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0x42 TXNC 0x0000_0000 Transmit Non-tagged Frame Counter Port C 

0x43 TXTA 0x0000_0000 Transmit Tagged Frame Counter Port A 

0x44 TXTB 0x0000_0000 Transmit Tagged Frame Counter Port B 

0x45 TXTC 0x0000_0000 Transmit Tagged Frame Counter Port C 

0x46 LMMA 0x0000_0000 LAN Mismatch Frame Counter Port A 

0x47 LMMB 0x0000_0000 LAN Mismatch Frame Counter Port B 

0x48 - - reserved 

0x49 RXA 0x0000_0000 Receive Frame Counter Port A 

0x4A RXB 0x0000_0000 Receive Frame Counter Port B 

0x4B RXC 0x0000_0000 Receive Frame Counter Port C 

0x4C ERRA 0x0000_0000 Erroneous Frame Counter Port A 

0x4D ERRB 0x0000_0000 Erroneous Frame Counter Port B 

0x4E ERRC 0x0000_0000 Erroneous Frame Counter Port C 

0x4F OWNA 0x0000_0000 Own Frame Counter Port A 

0x50 OWNB 0x0000_0000 Own Frame Counter Port B 

0x51 DTMIS 0x0000_0000 Duplicate Table Miss Counter 

0x52 DTHIT 0x0000_0000 Duplicate Table Hit Counter 

0x53 DRPA 0x0000_0000 Frame Drop Counter Port A Frame Buffer 

0x54 DRPB 0x0000_0000 Frame Drop Counter Port B Frame Buffer 

0x55 DRPC 0x0000_0000 Frame Drop Counter Port C Frame Buffer 

0x56 DRPT 0x0000_0000 Frame Drop Counter Port C Tagger 

0x80 CLKID1 TBD Clock Identifier Register #1 

0x81 CLKID2 0x0000_0000 Clock Identifier Register #2 

0x82 TCCTRL1 0x0000_0000 TC Control Register #1 

0x83 TCCTRL2 0x0000_0000 TC Control Register #2 

0x88 OCCTRL1 0x0000_0000 OC Control Register #1 

0x89 OCCTRL2 0x0000_0000 OC Control Register #2 

0x90 TCSTAT1 0x0000_0000 TC Status Register #1 

0x91 TCSTAT2 0x0000_0000 TC Status Register #2 

0xA0 OCSTAT 0x0000_0000 OC Status Register 

0xA4 OCTM1 0x0000_0000 OC PTP Time Register #1 

0xA5 OCTM2 0x0000_0000 OC PTP Time Register #2 

0xA6 OCTM3 0x0000_0000 OC PTP Time Register #3 

0xA8 OCPDS1 0x0000_0000 OC parentDS Register #1 

0xA9 OCPDS2 0x0000_0000 OC parentDS Register #2 

0xAA OCPDS3 0x0000_0000 OC parentDS Register #3 

0xAB OCPDS4 0x0000_0000 OC parentDS Register #4 

0xAC OCPDS5 0x0000_0000 OC parentDS Register #5 

0xAD OCPDS6 0x0000_0000 OC parentDS Register #6 

Table 13: Register Set summary 
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3.2 Description 

3.2.1 Conventions 

A register bit mapping description consists of three rows (e.g. Table 14) with the 
appended bit field descriptions. The first row identifies bits positions occupied by a 
field. The registers are 32 bit wide but not always all register bits are used. Thus, the 
second row shows field widths and names. Not used bit positions are marked as 
“reserved” or “rsv” for short. The content of unused bit positions should be ignored 
(i.e. masked out) when read access is done and always zeroed for a write access. 
The third row provides supported access modes of a register field: 

¶ Read resp. write only (ro resp. wo), 

¶ Read and write (rw), 

¶ Read/clear (rc) - after the read access the value of the field is cleared, 

¶ Write/clear (wc) - When the FW sets a register bit, the bit is cleared after 
certain period of time by the core. In generally such a bit starts a specific task 
and by clearing the bit the core signals finishing of the task to FW. 

The third row also shows the value of a register field after reset. If the reset value is 
not defined or the field is not changed during reset, it is shown by a single “x” (don’t 
care) character. Fields used only in HSR resp. PRP mode of operation are marked 
blue resp. green. The reference below each register description table provides the 
full register name, its abbreviation and register address offset. 

3.2.2 Core Version Register 

The Core Version Register provides HSR/PRP-Core version and subversion 
information. Furthermore it provides the details of the supported feature set. 
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Field   Description 

CID Core ID. Used to differentiate between available IP cores. 

NTAB Nodes Table. If set, the HSR/PRP-Core contains the Nodes Table. 

MTAB MAC Table. If set, the HSR/PRP-Core contains the MAC Table with 16 
entries for the same number of maximum served SANs. Otherwise only 
one MAC entry for a single host SAN is supported. 

SLTC Stateless Transparent Clock. If set, the HSR/PRP-Core contains the 
PTP Stateless Transparent Clock, which is an optional feature. 

DAC Doubly Attached Clock. If set, the HSR/PRP-Core contains the PTP 
Doubly Attached (Ordinary) Clock, which is an optional feature. 

VER Core Version. Incremented on major (e.g. architectural) upgrades. 

SUBV Core Subversion. Incremented on minor changes (e.g. new features). 

REV Core Revision. Incremented on bug fixes or optimizations. 

Table 14: Core Version Register (CVER, 0x00) 
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3.2.3 Core Control Registers 

The Core Control registers contain fields to control the HSR/PRP-Core behavior. The 
fields in blue are HSR-specific and have no effect in PRP mode of operation. 
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Field   Description 

CRST Core Reset. If set, then the HSR/PRP-Core is reset. This bit is 
automatically cleared after finishing reset procedure. 

RMOD Redundancy Mode. Switches between PRP (‘0’, power-up state) and 
HSR redundancy modes. Changing of this bit triggers an automatic Core 
Reset with resetting of all other registers and fields to a default state.  

CTEN Cut-Through Enable. If set, the frames on the ring are forwarded in cut-
through mode. 

FWUT Forward untagged frames. If set, untagged frames which arrive at ports 
A/B are forwarded on the ring. 

FWUN Forward unicast frames on the ring. If set, unicast frames which 
destination node is located on Port C are forwarded on the HSR ring. 

BLRN Block ring forwarding. If set, no frames are forwarded on the HSR ring. 

Note: This field overrides the FWUx settings. 

UTRN Untag ring frames. If set, the frames forwarded on the HSR ring are 
untagged before their re-transmission. 

UTAG Untag. If set, then tagged frames received from redundant network are 
untagged before passing them to non-redundant network. 

TAG If set, then all outgoing frames are tagged. If cleared, then the frames 
received from non-redundant network are passed to redundant network 
unchanged. 

Note: Supervision frames are always tagged with an RCT. 

DPR Duplicate Reject. If set, then received duplicates are dropped (Duplicate 
Reject mode). If cleared, then all frames are passed unchanged (with 
RCT) from redundant to non-redundant network and visa-versa 
(Duplicate Accept mode). 

Note: The Duplicate Accept mode can lead to receive path Frame Buffer 
overflow conditions causing undesired frame drops. Thus this feature 
should be used for troubleshooting during network installation only. 

OMAV OwnMacAddress Valid. Clear before changing the OwnMacAddress. 

LBPC Loopback Port C. If set, the frames received on Port C input are sent 
back to the Port C output. 

TXSV Transmit Supervision frames. If set, then Supervision frames are 
automatically generated on behalf of each SAN connected to non-
redundant network and passed to redundant network. 
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RBSV RedBox Supervision mode. If set, the generated Supervision frames 
contain TLV2 and RedBoxMacAddress (set via OwnMacAddress) fields. 
This bit should be set if the HSR/PRP-Core is used as a RedBox. 

FWSV Forward Supervision frames. If set, Supervision frames are passed from 
redundant to non-redundant network. In general, there is no need to 
forward them to non-redundant network hence the Supervision frames 
are generated and fully processed inside the HSR/PRP-Core. 

Note: The duplicate reject and untag settings (DPR and UTAG bits) are 
also applied to Supervision frames passed to non-redundant network. 

VASV Add VLAN to Supervision frames. If set, then a VLAN tag concatenated 
of VPCP, VDEI and VID fields is added to outgoing Supervision frames. 

VADD Add VLAN tag. If set, a VLAN tag concatenated of VPCP, VDEI and VID 
fields is added to all frames received at Port C. If a frame is already 
VLAN-tagged, then it is double-tagged. 

VREM Remove VLAN tag. If set, VLAN tags are removed from frames sent to 
Port C. In double tagged frames only the first VLAN tag is removed. 

VFEN VLAN Filter Enable. If set, then VLAN ID-based frame filtering is done 
and generated Supervision frames are VLAN-tagged with VLAN ID 
stored in VID field. 

MFEN MAC Filter Enable. If set, DMAC-based unicast frame filtering for Port C 
is enabled. If cleared, only Supervision frames are blocked (see also 
FWSV control bit). 

Table 15: Core Control Register #1 (CCTRL1, 0x01) 

The IEC 62439-3.4:2016 standard describes one default and several optional 
operational modes of an HSR network. The HSR core supports four of them: default 
HSR operation (Mode H), No Forwarding (Mode N), Transparent Forwarding  
(Mode T) and Unicast Forwarding (Mode U). The modes can be activated by a 
specific combination of bit fields in Core Control Register #1 (Table 15). Any other bit 
combination may lead to unexpected HSR/PRP-Core behavior in HSR mode and 
shall be avoided. 

 Mode H (default) Mode T Mode N Mode U 

DPR 1 0 1 1 
TAG 1 0 1 1 

UTAG 1 1 1 1 
UTRN 0 1 x 0 
BLRN 0 0 1 0 
FWUN 0 0 x 1 
FWUT 0 1 0 0 

Table 16: Bit settings for standard-defined HSR modes 
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Field   Description 

SCDR Status Counter Direct Readout. If set, the current Status Counter Values 
are directly readable at the usual Status Counter addresses. A Status 
Counter snapshot (SCSS) disables direct readout of the Status 
Counters. 

SCSS Status Counter Snapshot. If set, a momentary snapshot of Status 
Counter values is done. The snapshot values are then accessible at the 
usual Status Counter addresses. In the background the Status Counters 
are optionally reset (SCSR = ‘1’) and counting new events. Setting of the 
SCSS bit clears the SCDR bit. 

SCSR Status Counter Snapshot Reset. If set, a Status Counter Snapshot 
resets the Status Counters. 

Table 17: Core Control Register #2 (CCTRL2, 0x02) 

31     26 25         16 15       8 7       0 

MFGT EFGT NFGT SBMAC5 

rw - 0x04 rw - 0x190 rw - 0x3C rw - 0x00 
 

Field   Description 

MFGT MAC Forget Time in minutes. A MAC entry is removed from MAC Table 
after this time if the entry wasn’t refreshed by the MAC learning process. 

EFGT Entry Forget Time in ms. A frame entry is held during this of period time 
in the Entry Table. After elapsing of this time period, the entry is cleared 
(aged out). The standard defines a setting of 400 ms for 100 MBit 
networks. In the GBit networks the user is advised to use 40 ms instead. 

NFGT Node Forget Time in minutes. An entry is removed from Nodes Table if 
no frames were received from the according node for the time specified 
in this field. This value is also used for SANA/B-moving detection 
algorithm in PRP networks. 

SBMAC5 Supervision Broadcast MAC byte #5. The broadcast DMAC of the 
Supervision frames is 01-15-4E-00-01-XX. The XX value is specified by 
SBMAC5 field. By default it is 0x00. However if a conflict arises, the 
value can be changed between 0x00 and 0xFF. 

Table 18: Core Control Register #3 (CCTRL3, 0x03) 
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31       24 23       16 15       8 7       0 

OWNMAC0 OWNMAC1 OWNMAC2 OWNMAC3 

rw - 0x56 rw - 0x45 rw - 0x52 rw - 0x01 
 

Field   Description 

OWNMAC0...3 OwnMacAddress octets #0..3. HSR/PRP-Core own MAC address. 
Used for RedBoxMacAddress field within generated Supervision 
frames when the HSR/PRP-Core is running in RedBox Supervision 
mode (RBS bit is set). Furthermore, used as SMAC address for all 
generated 1588v2 frames. The user is responsible to overwrite the 
reset values with proper contents. 

Note: Clear OMAV bit before changing any of OWNMAC0..5 fields. 

Table 19: Core Control Register #4 (CCTRL4, 0x04)  

 

31  29 28 27           16 15       8 7       0 

VPCP 

V
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I 

VID OWNMAC4 OWNMAC5 

rw - 0x0 

rw
 -

 0
 

rw - 0x000 rw - 0x23 rw - 0x45 

 

Field   Description 

VPCP VLAN Priority Code Point. Defines the priority of a VLAN tagged 
frame. This field is used for VLAN tagging of outgoing (Supervision) 
frames if the VADD (VASV) bits are set. 

VDEI VLAN Drop Eligible Indicator. Defines, whether the frame can be 
dropped in case of network bandwidth overuse. This field is used 
for VLAN tagging of outgoing (Supervision) frames if the VADD 
(VASV) bits are set. 

VID VLAN Identifier. If the VFEN field is set, then additional frame 
filtering is done based on this ID. All incoming VLAN-tagged frames 
with different VLAN ID are discarded and not passed to non-
redundant network. Furthermore this ID is used for VLAN tagging 
of Supervision frames. 

OWNMAC4...5 OwnMacAddress octets #4..5. See CCTRL4 register description for 
details. 

Table 20: Core Control Register #5 (CCTRL5, 0x05) 

31  29 28                  10 9         0 

CTOPCP reserved CTSLVL 

rw - 0x7 - rw - 0x10 
 

Field   Description 

CTOPCP Cut-Through Override Priority Code Point. VLAN-tagged frames with 
higher PCP than this setting are treated with higher precedence than 
frames to be forwarded on the ring in Cut-Through mode. 

CTSLVL Clear To Send Level. If the free segment count in FCNTA or in FCNTB 
fields is below this setting, then the Clear To Send line to host MCU is 
driven low. In this case the MCU can stop sending Ethernet frames to 
avoid frame drops in the transmit path. 

Table 21: Core Control Register #6 (CCTRL6, 0x06) 
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3.2.4 Core Status Registers 

Both Core Status Registers (CSTAT1/2/3) provide read-only information of the 
current HSR/PRP-Core status. 

The CSTAT1 register provides the Nodes and MAC Tables status information. The 
field SEQNR is part of the Monitoring Data Set and is used for RCT tagging. It has no 
meaning in HSR mode of operation if the MAC Table with 16 entries is instantiated. 
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Field   Description 

MFULL MAC Table Full. If set, then no free slot was found in the 16-entries MAC 
Table to create a new MAC entry. This bit is sticky and is an interrupt 
source. 

Note: In HSR mode a consecutive and independent Sequence Number 
generation is guaranteed only for nodes, which MACs were successfully 
stored in the MAC Table. For the nodes, which MACs weren’t stored in 
the overcrowded (e.g. due to MAC Flooding) MAC Table, a shared 
(failover) Sequence Number generator is used. This ensures correct 
duplicate recognition at the destination nodes even in a compromised 
network. 

MACCNT MAC Table Entry Count. This field provides the information, how many 
valid entries are contained in the MAC Table. 

NFULL Nodes Table Full. If set, then no free slot was found in the Nodes Table 
to create a new node entry. This bit is sticky and is an interrupt source. 

NODCNT Nodes Table Entry Count. This field provides the information, how many 
valid entries are contained in the Nodes Table. 

SEQNR Sequence Number. Represents the sequence number which will be 
used to tag next outgoing duplicates. The sequence number is 
incremented with every duplicate pair tagged and sent to the network. 

Table 22: Core Status Register #1 (CSTAT1, 0x10) 

The CSTAT2 and CSTAT3 registers gives an overview of the memory usage during 
cores operation. 

31     26 25         16 15     10 9         0 

reserved FCNTB reserved FCNTA 

- ro - x - ro - x 
 

Field   Description 

FCNTA/B Count of the free 128 Byte segments in the both Ring Frame Buffers. 

Note: The max. values shown in the FCNTx fields are related to the 
specific Frame Buffer configuration. For an empty 8 kByte resp. 16 kByte 
Frame Buffer a max. value of 60 (0x3C) resp. 124 (0x7C) free segments 
is shown. 

Table 23: Core Status Register #2 (CSTAT2, 0x11) 
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The CSTAT3 register gives an overview of the (Duplicate) Entry Table usage. 

31     26 25         16 15   12 11           0 

reserved FCNTC reserved DECNT 

- ro - x - ro - 0x000 
 

Field   Description 

FCNTx Count of the free 128 Byte segments in the Host Frame Buffer (FCNTC). 

DECNT Duplicate Entry Count. Count of used duplicate entries in the Entry Table 

Table 24: Core Status Register #3 (CSTAT3, 0x12) 
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3.2.5 Link Status Register 

This register provides read-only information of the Port A/B/C PHYs link statuses. 
Prior readout and processing of link status information the PHY address fields should 
be initialized with appropriate values.  
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Field   Description 

RELS Release SMI. If set, any SMI access to the PHY registers will be 
finished and the control over the SMI bus will be passed to the 
external SMI controller. This will be signaled by SIDLE bit set. 

SIDLE SMI Idle. Set, if the control over the SMI bus is passed to the 
external SMI controller. In this case the link status information 
stored in the PHY registers is no longer monitored. 

FAAN Force Additional Auto Negotiation. If set, an additional auto-
negotiation procedure is forced once the link was established. 

LAUA/B/C Link Always Up Port A/B/C. If set, the link of the according port 
is assumed to be always up. In this case no PHY register polling 
is done to get link status.  

LSA/B/C Link Status Port A/B/C. Link status and link speed information of 
all three (R)(G)MII ports. The detection of the link status is done 
by the according Input Adapter and the SMI Controller. Thus, 
the PHY addresses in the fields PHY0/1/2_ADR should be set 
to appropriate values. The links status change is an interrupt 
source.  

LSA/B/C Link status / speed 

“00” No link 

“01” 10 MBit 

“10” 100 MBit 

“11” 1000 MBit 
  

NSAR Node Silent After Reset. Provides status, whether a node is 
temporarily in the silent state (no frames are sent to the 
redundant network for 400 ms after a reset).  

PHYA/B/C_ADR PHY Port A/B/C addresses. These fields define addresses of 
the PHYs attached to the SMI bus and should be initialized for 
proper link status detection shown in LSA/B/C fields. The 
correspondence of the PHYs, ports and networks is: 
 

PHY/Port  Destination 

A LAN / Path A 

B LAN / Path B 

C non-redundant 
 

Table 25: Link Status Register (LSTAT, 0x40) 
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3.2.6 Interrupt Enable and Status Registers 

The Interrupt Enable Register is used to enable interrupt sources. They are only 
evaluated, if the according interrupt enable bit is set. Clearing of an interrupt enable 
bit has no impact to interrupt bits already set in Interrupt Status Register. 
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Field   Description 

PSIE DAC Port Switchover Interrupt Enable  

SCIE DAC State Change Interrupt Enable 

FDIE Frame Drop Interrupt Enable 

NRIE Nodes Table Read Request Interrupt Enable 

FEIE FIFO Error Interrupt Enable 

NFIE Nodes Table Full Interrupt Enable 

MFIE MAC Table Full Interrupt Enable 

LSIE Link Status Interrupt Enable 

Table 26: Interrupt Enable Register (IER, 0x41) 

A bit in the Interrupt Status Register (ISR) is only set, if the interrupt condition is 
fulfilled and the according interrupt enable bit in IER register is set. The interrupt line 
to the µCU is asserted, if the ISR register is non-zero. The only way to release the 
interrupt line, is to read the ISR register and thus to clear all interrupt status bits. 
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Field   Description 

PSIS DAC Port Switchover Interrupt Status. Is set when the DAC clock servo 
is now synchronizing to a master located at other redundant port. 

SCIS DAC State Change Interrupt Status. Is set if BMCA status changes. 

FDIS Frame Drop Interrupt Status. Is set when a frame was dropped either in 
transmit, receive or forward direction and thus DRPA/B/C/T counters 
were incremented. 

NRIS Nodes Table Read Request Interrupt Status. Is set when the read 
request to the Nodes Table has been processed and thus the NREQ bit 
was cleared. 

FEIS FIFO Error Interrupt Status. Is set if the FESTAT register is non-zero. 

NFIS Nodes Table Full Interrupt Status. Is set if the NFULL bit is set. 

MFIS MAC Table Full Interrupt Status. Is set if the MFULL bit is set. 

LSIS Link Status Interrupt Status. Is set if any of the link status fields 
(LSA/B/C) in LASTAT register has been changed. 

Table 27: Interrupt Status Register (ISR, 0x42) 
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3.2.7 FIFO Error Status Register 

The FIFO Error Status register provides information on erroneous FIFO over- and 
underflow states. Such non-recoverable FIFO states are avoided in the HSR/PRP-
Core by design, thus the user should never experience a non-zero value in this 
register. However if a non-zero value is read from the FESTAT register, then the 
HSR/PRP-Core has experienced a non-recoverable malfunction and should be reset 
via Core Control Register to avoid potential frame losses.  
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Field   Description 

RXnn FIFO Error Status in receive path. If not zero, reset the HSR/PRP-Core. 
These bits are sticky and are an interrupt source. 

TXnn FIFO Error Status in transmit path. If not zero, reset the HSR/PRP-Core. 
These bits are sticky and are an interrupt source. 

Table 28: FIFO Error Status Register (FESTAT, 0x43) 

3.2.8 Node Entry Registers 

The Node Entry Registers represent the interface to the optional Nodes Table. After 
finishing the readout of the next valid Nodes Table entry, the entry attributes are 
accessible via the Node Entry Registers. Only attributes of a single node entry are 
accessible after Nodes Table readout. To read the next valid node entry from Nodes 
Table another readout should be initiated. 

The Node Status Register provides general node status information. 

31 30 29 28 27 26  24 23       16 15       8 7       0 

N
R

E
Q

 

E
V

A
L

 

D
A

C
C

 

S
A

N
B

 

S
A

N
A

 

reserved EADR TLSB TLSA 

w
c
 -

 0
 

ro
 -

 0
 

ro
 -

 x
 

ro
 -

 x
 

ro
 -

 x
 

- ro - x ro - x ro - x 

 

Field   Description 

NREQ Nodes Table Read Request. If set, then next valid entry is searched in 
the Nodes Table and stored in the Node Entry Registers. This bit is 
automatically cleared after processing of the read request. The clearing 
of this bit is an interrupt source. 

Note: Avoid polling of the NREQ bit, use interrupt functionality instead. 

EVAL Entry Valid. If set, then the node entry read from the Nodes Table is 
valid. If cleared, then the Nodes Table contains no valid entries. This is 
only the case if this LRE is isolated from the rest of the network. 

DACC Duplicate Accept. If set, the according node accepts duplicates. 
Otherwise the duplicates are rejected. This bit is extracted from 
Supervision messages received from the according node. 
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SANA/B Single Attached Node LAN A/B. These bits signal the visibility of the 
node in the LAN A/B sub-networks of a PRP network. In conjunction 
with DACC bit they can be used to identify SANs, DANs and 
disconnected ports: 
 

SANB SANA DACC Interpretation 

0 1 0 SANA 

1 0 0 SANB 

0 1 1 DAN disconnected from LAN B1 

1 0 1 DAN disconnected from LAN A1 

1 1 1 DAN 

Note: Only DANs send Supervision frames. 
 

1Note: If all DANs are only visible through LAN A resp. LAN B, then this 
node is most probably disconnected from the LAN B resp. LAN A sub-
network. 

EADR Nodes Table Entry Address. The address at which the node entry is 
stored in the Nodes Table. Once a node entry is created, its attributes 
are stored at this address in the Nodes Table as long as the according 
node is visible in network. 

TLSA/B Time Last Seen Ports A/B. Time in seconds since the last frame 
reception through Ports A/B from the according node. If the TLSA/B 
respectively TLSB reaches NFGT value set in CCTRL3 register, then 
SANA respectively SANB flag is cleared. If both SANA/B flags are 
cleared, then the Node Entry is removed from the Nodes Table, since 
the according node is no longer visible in the redundant network. 

Table 29: Node Status Register (NSTAT, 0x50) 

The Node MAC0..3 and MAC4..5 Node Entry registers contain the MAC address of 
the node. The MAC byte with the index 0 (MAC0) is received first during frame 
transmission (i.e. the complete MAC is MAC0:MAC1:MAC2:MAC3:MAC4:MAC5).  

Note: Either SMAC field of non-Supervision frames or MacAddress field of 
Supervision frames is used as MAC reference. 

31       24 23       16 15       8 7       0 

MAC0 MAC1 MAC2 MAC3 

ro - x ro - x ro - x ro - x 
 

Field   Description 

MAC0..3 MAC address bytes 0..3 of the node. 

Table 30: Node MAC0..3 Register (NMAC0, 0x51) 

31               16 15       8 7       0 

reserved MAC4 MAC5 

- ro - x ro - x 
 

Field   Description 

MAC4..5 MAC address bytes 4..5 of the node. 

Table 31: Node MAC4..5 Register (NMAC4, 0x52) 
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The Node Receive Port A/B Counters (NRXA/B) count frames received from the 
according node over Ports A/B. 

31                               0 

NRXA/B 

ro - x 
 

Field   Description 

NRXA/B Count of frames received from the according node over Ports A/B. 

Table 32: Node Receive Port A/B Counters (NRXA/B, 0x53/54) 

The Node Error Port A/B Counters (NERA/B) count the frames received from the 
according node with wrong LAN (PRP) respectively Path (HSR) identifiers.  

31                               0 

NERA/B 

ro – x 
 

Field   Description 

NERA/B Count of tagged frames that were received from the according node 
with the wrong LAN (PRP) resp. Path (HSR) identifier over Ports A/B. 

Table 33: Node Error Port A/B Counters (NERA/B, 0x55/56) 

3.2.9 Interface Status Counters 

The Interface Status Counters are a set of 32 bit wide counters counting specific 
events. The counters wrap around 0, if the maximum count value (all ones) is 
reached. The user can read the counter values directly without resetting them. 
Alternatively a counter snapshot can be issued to copy the counter values to the 
snapshot registers and optionally reset the counters at the same time. After the 
snapshot the snapshot values are accessible at the regular counter addresses. The 
direct counter readout can be re-enabled by the SCDR bit. 

The Transmit Non-tagged Frame Counters (TXNA/B/C) provide the number of not 
RCT-tagged frames transmitted over the according port. Frames aborted during the 
transmission are not counted.  

31                               0 

TXNA/B/C 

ro - 0x0000_0000 
 

Field   Description 

TXNA/B/C  Count of non-tagged frames successfully sent over the according port. 

Table 34: Transmit Non-tagged Frame Counters (TXA/B/C, 0x60/61/62) 

The Transmit Tagged Frame Counters (TXTA/B/C) provide the number of the 
HSR/PRP-tagged frames transmitted over the according port. Frames aborted during 
the transmission are not counted.  

31                               0 

TXTA/B/C 

ro - 0x0000_0000 
 

Field   Description 

TXTA/B/C  Count of HSR/PRP-tagged frames successfully sent over according 
 port. 

Table 35: Transmit Tagged Frame Counters (TXTA/B/C, 0x63/64/65) 
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The LAN Mismatch Counters (LMMA/B) count the tagged frames, which LAN ID 
(PRP) respectively Path ID (HSR) field in the RCT mismatches the physical receive 
ports (Ports A/B). Both counters are part of the Monitoring Data Set.  

31                               0 

LMMA/B 
ro - 0x0000_0000 

 

Field   Description 

LMMA/B/C  Count of PRP-tagged frames received with wrong LAN ID over the 
 Ports A and B. 

Table 36: LAN Mismatch Counters (LMMA/B, 0x66/67) 

The Receive Frame Counters (RXA/B/C) count the number of frames received over 
the according port. The Port A/B counters are part of the Monitoring Data Set. 

31                               0 

RXA/B/C 

ro - 0x0000_0000 
 

Field   Description 

RXA/B/C  Count of all frames successfully received over the according port. 

Table 37: Receive Frame Counters (RXA/B/C, 0x69/6A/6B) 

The Erroneous Frame Counters (ERRA/B/C) count the erroneous frames (e.g. 
frames with wrong FCS) received over the according port. The Ports A/B counters 
are part of the Monitoring Data Set.  

31                               0 

ERRA/B/C 

ro - 0x0000_0000 
 

Field   Description 

ERRA/B/C  Count of erroneous frames received over the according port. 

Table 38: Erroneous Frames Counters (ERRA/B/C, 0x6C/6D/6E) 

The Own Frame Counters (OWNA/B) count the frames, which were sent by a SAN 
connected to the Port C and then received over Ports A/B after a full frame circulation 
on the HSR ring.  

31                               0 

OWNA/B 
ro - 0x0000_0000 

 

Field   Description 

OWNA/B  Count of the own frames received over the Ports A/B. 

Table 39: Own Frame Counters (OWNA/B, 0x6F/70) 

The Duplicate Table Miss Counter counts the frames which signature wasn’t found in 
(Duplicate) Entry Table during the lookup process and thus a new entry was created. 

 31                               0 

DTMIS 
ro - 0x0000_0000 

 

Field   Description 

DTMIS  Count of frames which signature wasn’t found in the Entry Table. 

Table 40: Duplicate Table Miss Counter (DTMIS, 0x71) 
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The Duplicate Table Hit Counter counts the frames which signature was found in the 
(Duplicate) Entry Table during the lookup process and thus the frames were rejected. 

 31                               0 

DTHIT 
ro - 0x0000_0000 

 

Field   Description 

DTHIT  Count of frames which signature was found in the Entry Table. 

Table 41: Duplicate Table Hit Counter (DTHIT, 0x72) 

The Port A/B/C Frame Drop Counters provide the information, how many frames 
were dropped due to lack of memory in Ring Frame Buffers (DRPA/B) resp. in the 
Host Frame Buffer (DRPC). These frame drops happen in a well-controlled manner 
and can be an indication of underestimated Frame Buffer size requirements or 
bandwidth overuse. 

In the transmit path the Tagger adds 6 bytes long RCT to each outgoing frame, 
increasing transmit bandwidth requirement of the Ports A and B potentially above the 
link speed. This condition is however extremely unlikely and is handled properly with 
moderate Ring Frame Buffer size increase. 

More likely are frame drops in transmit direction due to higher priority of frames 
forwarded on the HSR ring. As long as ring frames are available for forwarding on the 
ring, the transmission of frames coming from non-redundant network is stalled. This 
condition is handled properly either by Ring Frame Buffer size increase or by 
assigning each node in network a time slot for the frame transmission. This implies 
node time synchronization according to IEEE 1588 standard.  

31                               0 

DRPA/B/C 

ro - 0x0000_0000 
 

Field   Description 

DRPA/B/C  Count of the frames dropped in the Port A/B/C Frame Buffers. 

Table 42: Port A/B/C Frame Drop Counters (DRPA/B/C, 0x73/74/75) 

The Tagger Frame Drop Counter (DRPT) provides the information, how many frames 
were dropped in the transmit path Tagger. This happens only at 1 GBit link speed 
when minimum-size frames with an IFG and preamble length below 20 octets are 
received in a burst. 

31                               0 

DRPT 

ro - 0x0000_0000 
 

Field   Description 

DRPT  Count of the frames dropped in the Tagger. 

Table 43: Tagger Frame Drop Counter (DRPT, 0x76) 



 

 

 

UM005 - HSR-Core_web  2017-02-14 / v2.4.003 55 

3.2.10 PTP Clock Control Registers 

The value of the Clock Identity Registers #1 is constant and can be used in 
conjunction with Core ID field in Core Info Register for IP-core identification. The 
settings of Clock Identity Registers apply both for TC and OC. 

31       24 23       16 15       8 7       0 

OUI0 OUI1 OUI2 EXTID0 

ro - TBD ro - TBD ro - TBD ro - TBD 
 

Field   Description 

OUI0..2 OUI of defaultDS.clockIdentity. This value is licensed by VeryLogic 
GmbH. 

EXTID0 Extension Identifier octet #0 of defaultDS.clockIdentity. The upper octets 
(EXTID0/1) are licensee-specific and are determined by VeryLogic 
GmbH. 

Table 44: Clock Identity Register #1 (CLKID1, 0x80)  

31       24 23       16 15       8 7       0 

EXTID1 EXTID2 EXTID3 EXTID4 

ro - TBD rw - 0x00 rw - 0x00 rw - 0x00 
 

Field   Description 

EXTID1 See EXTID0 field description in Clock Identity Register #1. 

EXTID2..4 Extension Identifier octets #2…#4 of defaultDS.clockIdentity. The 
licensee shall set these octets to organization-wide unique value among 
all devices with an HSR/PRP-Core instance. 

Note: Clear TCEN before the modification of CLKID2 register. 

Table 45: Clock Identity Register #2 (CLKID2, 0x81)  

The TC Control registers provide control over the optional SLTC. 

31               16 15               0 

ASYB ASYA 

rw - 0x0000 rw - 0x0000 
 

Field   Description 

ASYA/B Delay Asymmetry Ports A/B/C. The ASYA/B/C should be used to set 
communication path delay asymmetry in nanoseconds for asymmetry 
correction in the Ports A/B/C. The value is interpreted as signed number. 

Table 46: TC Control Register #1 (TCCTRL1, 0x82) 

31 30 29 28 27   24 23       16 15               0 

T
C

E
N

 

M
P

P
N

 

P
D

M
A

 

rs
v
 

PDEL_INT DOMAIN ASYC 

rw
 -

 1
 

rw
 -

 0
 

rw
 -

 0
 

- rw - 0x0 rw - 0x00 rw - 0x0000 

 

Field   Description 

TCEN TC Enable. If set, the TC is enabled. If cleared, both TC and OC are 
disabled. 
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MPPN Modify PTP Port Number. If set, both most significant bits of 
sourcePortIdentity.portNumber in all PTP messages passed to non-
redundant network are changed according to IEC 62439-3.A:2016. 
The ordinary clocks connected to the non-redundant network are 
then expected to support BMCA. 

PDMA Peer Delay Measurement Average. If set, an averaging calculation 
over last 16 values is done after each peer-delay measurement. The 
average result is readable through PDELA/B/C register fields. 
Otherwise the most recent measurement value is directly stored in 
the registers. 

PDEL_INT Peer Delay Message Interval (portDS.logMinPdelayReqInterval) 
setting for all TC ports. Peer Delay measurement period in seconds 
(period = 2PDEL_INT sec.) expressed as exponent to the power of two. 

DOMAIN Clock Domain. Defines the clock domain, where the SLTC and the 
DAC operate. Default Data Set member (defaultDS.domainNumber). 

ASYC See ASYA/B description above in Table 46. 

Table 47: TC Control Register #2 (TCCTRL2, 0x83) 

The OC Control Registers provide DAC configuration. 

31 30 29 28    24 23       16 15   12 11   8 7       0 

O
C

E
N

 

S
L

V
O

 

F
L

C
K

 

PPS_CMP reserved SYNC_INT ANNC_INT ANNC_TOUT 

rw
 -

 0
 

rw
 -

 0
 

rw
 -

 0
 

rw - 0x00 - rw - 0x0 rw - 0x0 rw - 0x04 

 

Field   Description 

OCEN OC Enable. If set, the OC is enabled. 
Note: Disabling the TC via TCEN bit disables also the OC. 

SLVO Slave only. Prevents BMCA from change into (PRE_)MASTER 
states. Default Data Set member (defaultDS.slaveOnly). 

FLCK Fast Lock. Increases the slave synchronization speed in exchange 
for smooth PTP slave time adjustment to the PTP master time. 

PPS_CMP PPS compensation. The PPS output delay is internally compensated 
by the nanosecond value written in this field. 

SYNC_INT Sync Message Interval. Sync Message transmit period in seconds 
expressed as exponent to the power of two (period = 2SYNC_INT sec.). 
Port Data Set member (portDS.logSyncInterval). 

ANNC_INT Announce Message Interval. Announce Message transmit period in 
seconds expressed as exponent to the power of two (period = 
2ANNC_INT sec.). Port Data Set member (portDS.logAnnounceInterval). 

ANNC_TOUT Announce Receipt Timeout. Specifies the number of Announce 
intervals without received Announce message from the selected 
Master Clock, till the Master Clock is considered to be unreachable. 
Port Data Set member (portDS.announceReceiptTimeout). 

Table 48: OC Control Register #1 (OCCTRL1, 0x88) 

Note: The Port Data Set (portDS) settings apply to both DAC ports. 
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31       24 23       16 15       8 7       0 

CLASS ACCY PRIO2 PRIO1 

rw - 0x00 rw - 0x12 rw - 0x34 rw - 0x56 
 

Field   Description 

CLASS Clock Class. This attribute defines traceability of the OC time. Default 
Data Set member (defaultDS.clockQuality.clockClass). 

Note: If the Clock Class value is less than 0x80, then according to the 
IEEE 1588v2 standard the OC doesn’t synchronize to other MCs. 

ACCY Clock Accuracy. This attribute defines expected accuracy of the DAC if it 
becomes master clock. Default Data Set member 
(defaultDS.clockQuality.clockAccuracy). 

PRIO2 Clock Priority 2. A fine-grained attribute which controls master clock 
selection from an otherwise equivalent clock set. Default Data Set 
member (defaultDS.priority2). 

PRIO1 Clock Priority 1. A coarse-grained attribute which controls master clock 
selection from an ordered clock set. Default Data Set member 
(defaultDS.priority1). 

Table 49: OC Control Register #2 (OCCTRL2, 0x89) 

3.2.11 PTP Clock Status Registers 

The Transparent Clock Status registers provide the measured path delay value for 
debug purposes. The measurement is done by optional SLTC component with Peer 
Delay mechanism according to the IEEE 1588v2 standard. Only lower 16 bits of the 
internally calculated 47 bit wide path delay value are visible through the Register Set. 

31                16 15               0 

PDELB PDELA 

ro - 0x0000 ro - 0x0000 
  

Field   Description 

PDELA/B Path delay value measured between Port A/B/C and their 
communication partner in nanoseconds. Delays larger than 216 ns are 
truncated to maximum possible representation. Port Data Set member 
(portDS.peerMeanPathDelay). 

Table 50: Transparent Clock Status Register #1 (TCSTAT1, 0x90)  

31               16 15               0 

reserved PDELC 

- ro - 0x0000 
 

Field   Description 

PDELC See PDELA/B description above in Table 50 

Table 51: Transparent Clock Status Register #2 (TCSTAT2, 0x91) 

The incorporated DAC contains clock servo which synchronizes to external master 
clocks through the redundant ports A/B according to IEC 62439-3:2016. The DAC 
status and Data Sets are readable trough the OC Status registers. The terms OC 
respectively DAC are interchangeable in context of the implementation. 
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31 30                      8 7   4 3   0 
P

S
E

L
 

reserved PSTB PSTA 

ro
 -

 0
 

- ro - 0x0 ro - 0x0 

 

Field   Description 

PSEL Port Select. Shows, master clock on which port (‘0’ = Port A, ‘1’ = Port B) 
is selected by BMCA for clock servo synchronization. 

PSTA/B Port A/B State. Port state according to the IEC 62439-3:2016 BMCA 
algorithm. Port Data Set member (portDS.portState). 

Value Status 

0x1 INITIALIZING 

0x2 FAULTY 

0x3 DISABLED 

0x4 LISTENING 

0x5 PRE_MASTER 

0x6 MASTER 

0x7 PASSIVE 

0x8 UNCALIBRATED 

0x9 SLAVE 

0xA PASSIVE_SLAVE 
  

Table 52: OC Status Register #1 (OCSTAT1, 0xA0)  

31                               0 

MC_OFS 

ro - 0x0 
 

Field   Description 

MC_OFS (Signed) Offset from Master in nanoseconds. An offset larger than 
±2^31 ns is truncated to the maximum possible representation. Current 
Data Set member (currentDS.offsetFromMaster). 

Table 53: OC Status Register #2 (OCSTAT2, 0xA1) 

The OC PTP Time Register contains the PTP time of the local clock servo. The PTP 
time is represented by the 48-bit wide second and 32-bit wide nanosecond counters, 
counting (nano-) seconds elapsed since the 1st January 1970 00:00:00 TAI. 

31               16 15               0 

reserved TM_MSS 

- ro - 0x0000 
 

Field   Description 

TM_MSS Time Most Significant Seconds. Most significant 16 bits of the 48-bit wide 
PTP time second counter. 

Table 54: OC PTP Time Register #1 (OCTM1, 0xA4)  

Note: The PTP Time Registers are read consecutively starting with OCTM1 register. 
After reading of OCTM3 register, the bit TMRV is evaluated to verify the PTP time 
readout integrity. 
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31                               0 

TM_LSS 

ro - 0x0000_0000 
 

Field   Description 

TM_LSS Time Least Significant Seconds. Least significant 32 bits of the 48-bit 
wide PTP time second counter. 

Table 55: OC PTP Time Register #1 (OCTM2, 0xA5)  

31 30 29                             0 

T
M

R
V

 

rs
v
 

TM_NS 

ro
 -

 0
 

- ro - 0x0000_0000 

 

Field   Description 

TMRV Time Readout Valid. Repeat the complete PTP time readout cycle if the 
bit is cleared. The readout is invalid, if a nanosecond overflow occurs. 

TM_NS Time Nanoseconds. 30-bit wide PTP time nanosecond counter. The 
counter value is always smaller than 109 ns. 

Table 56: OC PTP Time Register #1 (OCTM3, 0xA6)  

The OC Parent Data Set (OCPDSn) Registers contain the parent clock and its 
grandmaster information extracted from parent clock Announce messages. Parent 
clock is the (grand-)master clock which was selected by the BMCA as the “best 
available” in the network and to which the clock servo is synchronized. 

31       24 23       16 15       8 7       0 

PR_OUI0 PR_OUI1 PR_OUI2 PR_EXTID0 

ro - TBD ro - TBD ro - TBD ro - TBD 
 

Field   Description 

PR_OUI0..2 OUI of parentDS.parentPortIdentity.clockIdentity 

PR_EXTID0 Extension ID octet #0 of parentDS.parentPortIdentity.clockIdentity 

Table 57: OC Parent Data Set Register #1 (OCPDS1, 0xA8)  

31       24 23       16 15       8 7       0 

PR_EXTID1 PR_EXTID2 PR_EXTID3 PR_EXTID4 

ro - TBD ro - TBD ro - TBD ro - TBD 
 

Field   Description 

PR_EXTID1..4 Extension ID octets #1..4 of parentDS.parentPortIdentity.clockIdentity 

Table 58: OC Parent Data Set Register #2 (OCPDS2, 0xA9)  

31               16 15       8 7       0 

PR_PNR GM_PRIO2 GM_PRIO1 

ro - 0x0000 ro - 0x00 ro - 0x00 
 

Field   Description 

PR_PNR parentDS.parentPortIdentity.portNumber 

GM_PRIO2 parentDS.grandmasterPriority2 

GM_PRIO1 parentDS.grandmasterPriority1 

Table 59: OC Parent Data Set Register #3 (OCPDS3, 0xAA)  
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31       24 23       16 15       8 7       0 

GM_OUI0 GM_OUI1 GM_OUI2 GM_EXTID0 

ro - TBD ro - TBD ro - TBD ro - TBD 
 

Field   Description 

GM_OUI0..2 OUI of parentDS.grandmasterIdentity.clockIdentity 

GM_EXTID0 Extension ID octet #0 of parentDS.granmasterPortIdentity.clockIdentity 

Table 60: OC Parent Data Set Register #4 (OCPDS4, 0xAB)  

31       24 23       16 15       8 7       0 

GM_EXTID1 GM_EXTID2 GM_EXTID3 GM_EXTID4 

ro - TBD ro - 0x00 ro - 0x00 ro - 0x00 
 

Field   Description 

GM_EXTID1..4 Extension ID octets #1..4 of parentDS.grandmasterPortIdentity. 
clockIdentity 

Table 61: OC Parent Data Set Register #5 (OCPDS5, 0xAC)  

31       24 23       16 15               0 

GM_CLASS GM_ACCY GM_VAR 

ro - TBD ro - TBD ro - TBD 
 

Field   Description 

GM_CLASS Grandmaster Clock Class. Parent Data Set member (parentDS. 
grandmasterClockQuality.clockClass). 

GM_ACCY Grandmaster Clock Accuracy. Parent Data Set member (parentDS. 
grandmasterClockQuality.clockAccuracy). 

GM_VAR Grandmaster Clock Variance. Parent Data Set member (parentDS. 
grandmasterClockQuality.offsetScaledLogVariance). 

Table 62: OC Parent Data Set #6 (OCPDS6, 0xAD)  

3.2.12 Registers to Standard data objects and data sets mapping 

The Register Set naming scheme differs from the Standard data objects (e.g. MIB, 
Monitoring Data Set and Nodes Table) and data sets (e.g. Port Data Set). Thus the 
following tables provide matching between the register (fields) and the according 
Standard data objects. 

Register (field) Monitoring Data Set object MIB object 

TXTA/B/C -/-/- lreCntTxA/B/C 

LMMA/B/C CntErrWrongLanA/B/- lreCntErrWrongLanA/B/C 

RXA/B/C CntReceivedA/B/- lreCntRxA/B/C 

ERRA/B/C CntErrorA/B/- lreCntErrorsA/B/C 

OWNA/B -/- lreCntOwnRxA/B 

CSTAT1 (SEQNR) SendSeq - 

Table 63: Register Set and Monitoring Data Set resp. MIB objects matching 
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Register (field) Nodes Table object MIB object 

CSTAT1 (NODCNT) - lreCntProxyNodes 

EADR - lreNodesIndex 

NMAC0/4 MacAddress lreNodesMacAddress 

TLSA/B TimeLastSeenA/B lreTimeLastSeenA/B 

SANA/B SanA/B lreRemNodeType 

NRXA/B CntReceivedA/B -/- 

NERA/B CntErrWrongLanA/B -/- 

Table 64: Register Set and Nodes Table resp. MIB objects matching 
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Data Set Member Register (field) Usage MIB object 

defaultDS .clockIdentity CLKID1/2 TC/OC ptpDefaultDsClockIdentity 

.slaveOnly OCCTRL1 (SLVO) OC ptpDefaultDsSlaveOnly 

.domainNumber OCCTRL1 (DOMAIN) TC/OC ptpDefaultDsDomainNumber 

.priority1/2 OCCTRL2 (PRIO1/2) OC ptpDefaultDsPriority1/2 

.clockQuality.clockClass OCCTRL2 (CLASS) OC ptpDefaultDsClockClass 

.clockQuality.clockAccuracy OCCTRL2 (ACCY) OC ptpDefaultDsClockAccuracy 

currentDS .offsetFromMaster OCSTAT2 (MC_OFS) OC ptpCurrentDsOffsetFromMaster 

portDS .logMinPdelayReqInterval TCCTRL2 (PDEL_INT) TC ptpPortDsLogMinPdelayReqInterval 

.portState OCSTAT1 (PSTA/B) TC/OC ptpPortDsPortState 

.logSyncInterval OCCTRL1 (SYNC_INT) TC ptpPortDsLogSyncInterval 

.logAnnounceInterval OCCTRL1 (ANNC_INT) OC ptpPortDsLogAnnounceInterval 

.announceReceiptTimeout OCCTRL1 (ANNC_TOUT) OC ptpPortDsAnnounceReceiptTimeout 

.peerMeanPathDelay TCSTAT1/2 (PDELn) TC ptpPortDsPeerMeanLinkDelay 

n.a. TCCTRL1/2 (ASYA/B/C) TC ptpPortDsDlyAsymmetry 

parentDS .parentPortIdentity.clockIdentity OCPDS1/2 OC ptpParentDsClockIdentity 

.parentPortIdentity.portNumber OCPDS3 (PR_PNR) OC ptpParentDsPortNumber 

.grandmasterPriority1/2 OCPDS3 (GM_PRIO1/2) OC ptpParentDsGmPriority1/2 

.grandmasterPortIdentity.clockIdentity OCPDS4/5 OC ptpParentDsGmIdentity 

.grandmasterClockQuality.clockClass OCPDS6 (GM_CLASS) OC ptpParentDsGmClass 

.grandmasterClockQuality.clockAccuracy OCPDS6 (GM_ACCY) OC ptpParentDsGmAccuracy 

.grandmasterClockQuality.offsetScaled 
LogVariance 

OCPDS6 (GM_VAR) OC ptpParentDsGmOfstScdLVar 

Table 65: Register Set and Data Set members matching
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4 Appendix 

4.1 Document history 

Version Date Author Comment 

2.4.003 2017-02-14 VM FPGA resource section updated. Minor 
documentation corrections. Core version 
increased to 2.4.003 

2.4.002 2016-11-15 VM Minor documentation fixes. Bit fields of Core 
Control Registers #7..9 moved to dedicated PTP 
Clock registers. Documented newly introduced 
Doubly Attached Clock. RedBoxMacAddress field 
renamed to OwnMacAddress. OMAV bit field 
added. FPGA resource section updated. Core 
version increased to 2.4.002 

2.3.011 2016-02-29 VM FPGA resource section updated and extended 
with Xilinx Artix-7 (Zynq) FPGA family resource 
usage. Core version increased to 2.3.011 

2.3.006 2016-01-20 VM Several SMI Controllers are instantiable via 
generics; respective documentation sections 
updated. IEEE 1588v2 standard interpretation of 
timestamping point added. Top-level link speed 
output documented. SMI interface interconnect 
diagram added. Ordering information updated. 
Core version increased to 2.3.006 

2.3.004 2015-11-22 VM Introduced EXT_req and EXT_ack top level 
interface signals. Core version increased to 
2.3.004 

2.3.003 2015-11-15 VM FAAN and LAUA/B/C field descriptions added to 
LSTAT register. Core version increased to 
2.3.003 

2.3 2015-10-26 VM Added PTP theory of operation description. 
Added description of SLTC and its registers. 
Added loopback mode for Port C. The Core 
Version/Subversion fields are split and Core 
Revision field is added. Core configuration 
parameter descriptions added. Evaluation 
testbench description added. Clock domain 
crossing description added. FPGA resource 
section updated. Deliverables description added. 
Core version increased to 2.3 

2.02 2015-07-16 VM Added description of the reset and clocking 
concept. Added additional status register and 
snapshot functionality descriptions. Added 
mapping tables of register (fields) to the Standard 
objects. Changed Register Set timings, bit and 
address mapping, and counter naming scheme. 
Core version increased to 02.02 

2.01 2015-06-17 VM Updated standard deviation description related to 
TimeLastSeenA/B attributes of the Nodes Table.  
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RGMII-specific descriptions and figures replaced 
by general (R)(G)MII descriptions hence a native 
support of all MII interface styles was introduced. 
Input Adapter customization options removed due 
to same reason. Added detailed description of 
(R)(G)MII interface and PHY/MAC interconnect. 
Core version increased to 02.01 

2.00a 2015-05-30 VM Fixed description of FMDPx registers. FMDPT 
field added to FMDP2 register. Added CTEN 
setting description to CCTRL1 register. 

2.00 2015-04-26 VM Receive, Transmit and Forwards FIFOs (figures 
and description) were replaced by Frame Buffers 
with integrated Priority Queues. CCTRL5 and 
CSTAT2 register description added. CSTAT 
renamed to CSTAT1. Fields NFULL and MFULL 
moved to CSTAT2. Added note to the MFULL 
field. Field MTAB added to CVER register. 
Deleted several FIFO error status fields in 
FESTAT register. FMDPx register description and 
top level component interface updated. FPGA 
resource section updated. Core version 
increased to 02.00 

1.04a 2015-03-09 VM Note to MFULL field description added. 
Description of FWUT field added to CCTRL1 
register. Resource usage table updated. 

1.04 2015-01-25 VM PRP mode description added. Resource usage 
table updated. Core version increased to 01.04 

1.03 2014-12-20 VM Description of short frame padding added. 
Control bit re-arrangement in CCTRLx registers. 
Standard-defined “Mode U” and VLAN (un-) 
tagging introduced. Resource usage table 
updated. Core version increased to 01.03 

1.02 2014-11-01 VM Initial version 

 


